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C. L. Tien 
Fellow ASME 

Department of Mechanical Engineering, 
University of California, 
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Radiative Transfer in Packed 
Fluidized Beds: Dependent Versus 
Independent Scattering 
Experimental measurements are compared with theoretical predictions for radiative 
transfer in suspensions of 11.0 fx dia Do w latex particles using 0.6328 fi He-Ne laser 
light. Both absorbing and nonabsorbing particles are studied with particle volume 
fraction ranging from 0.01 to 0.7 (close-packed). Predictions based on the classical 
assumptions that particles act as independent point scatterers are shown to give 
close agreement with experimental data even for close-packed conditions, as long as 
the interparticle clearance is greater than about 0.3 wavelengths. Evidence is 
presented indicating that interparticle spacing measured in wavelengths is the most 
critical parameter to gauge the importance of dependent scattering and that high 
particle concentration alone is no indication that scattering is dependent. The 
results have direct application to the design of packed/fluidized bed systems 
wherein thermal radiation is a significant heat transfer mode. 

Introduction 

Many modern technologies and industrial processes utilize 
packed and fluidized beds of particles which operate at 
temperatures high enough or pressures low enough that 
thermal radiation is a significant mechanism of heat transfer. 
Among these are coal combustors, chemical reactors, and 
cryogenic microsphere insulations. Since these systems are 
characterized by relatively high particle concentrations, the 
unresolved issue of dependent versus independent scattering 
of radiation [1-3] has consistently hampered their design and 
optimization, which could result in substantial energy savings. 

The classical theory of radiative transfer in particulate 
media is based on the assumption that the particles are 
separated by very large distances (relative to the particle 
diameter) and therefore act as independent point scatterers 
(Fig. 1(a)). Hence, the Mie solution [1,2] for scattering by a 
single homogeneous sphere can be employed to define the 
radiative properties in the transfer theory. Dependent scat
tering, on the other hand, is said to occur when the particle 
spacing becomes so small that the interaction of individual 
particles with radiation begins to be influenced by the close 
proximity of neighboring particles (Fig. 1(b)). Under these 
circumstances, a rigorous analysis utilizing electromagnetic 
theory (comparable to the Mie theory) is not feasible. 
Nevertheless, it is still of prime importance from both fun
damental and practical viewpoints to be able to characterize 
the limit(s) of independent scattering theory and thereby be 
able to predict under what conditions dependent scattering 
will be appreciable. 

Initially, the limit of independent theory was suggested as 
occurring at some maximum value of the particle con
centration or particle volume fraction, / „ , which is also 
equivalent to 8/d, the ratio of center-to-center particle spacing 
to diameter. The two can be related by the formula for a 
rhombohedral array, which gives the maximum concentration 
for a given spacing, 8/d=0.905//„1/3. Thus, tentative limiting 
values ranging from /„ =0.05. to 0.30 (or 8/d = 2.5 to 1.3) 
were put forth [4-7]. Since the value of/„ (typically 0.3-0.6) 
in packed and fluidized beds nearly always exceeds these 
limits, the occurrence of dependent scattering in 
packed/fluidized beds has been a foregone conclusion [8]. 
Subsequently, in an important step forward, the particle 

. . '.. I • 
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Fig. 1 Schematic illustrations of (a) independent and (b) dependent 
multiple scattering 

spacing measured in wavelengths, c/X, was also employed to 
correlate dependent scattering effects. Using multiple 
wavelengths, particle sizes, and concentrations, so that a 
range of values for 8/d and c/X could be tested ex
perimentally, Hottel et al. [9] found that dependent scattering 
effects were actually better correlated by c/X than 8/d ( o r / J . 
Furthermore, the values /„ =0.27 (8/d= 1.4) and c/X = 0.3 
were suggested as simultaneous limits of independent theory 
[9, 10]. 

The preceding experimental studies collectively suffer two 
limitations. First, only nonabsorbing particles have been 
tested. Second, and more important, particle diameters have 
been restricted to the neighborhood of 1 /i or less, placing the 
particle size parameter x( = ird/\), in the so-called Mie range 
(x~ 1). By testing only particles in the Mie range it is difficult 
to establish sufficiently wide ranges of fv (or 8/d) and c/X to 
assess their relative roles in the occurrence of dependent 
scattering independently. 

In this paper, results are presented of both experimental 
and theoretical studies of radiative transfer among closely 
spaced, uniform spheres. Large particles ( X > > 1 ) are em
phasized (0 to simulate typical radiative conditions in 
packed/fluidized beds and (it) to allow further independent 
testing of the relative roles of /„ and c/X in the phenomenon 
of dependent scattering, which has not been possible in 
previous studies using smaller particles. Both absorbing and 
nonabsorbing particles are considered and the particle spacing 
is varied from the independent regime (fv<0.l) to packed 
conditions (/„ =0.7). For theoretical predictions, independent 

Journal of Heat Transfer NOVEMBER 1982, Vol. 104/573 
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Fig. 2 Experimental apparatus 

scattering is assumed, and, to the extent that extraneous 
sources of error have been minimized, discrepancies between 
experimental and theoretical results are taken as indicative of 
the occurrence of dependent scattering. 

Experimental System 

Rectangular spectrophotometer cells (1 cm by 5 cm) with 
pathlength ranging from 0.1 mm to 1.0 mm were filled with 
aqueous suspensions of polydivinyl benzene particles 
manufactured by Dow Chemical Company. The mean 
particle diameter, as measured by a scanning electron 
microscope, was 11.15 n, with a standard deviation of 1.66 /*. 
These particles, which are nonabsorbing to visible light, were 
made absorbing by a dyeing process which implanted blue dye 
deeply and uniformly in the particles. While the refractive 
index of the undyed particles is well-known (approximately 
1.6 in air and 1.2 in water at visible wavelengths) the complex 
component introduced by dyeing had to be determined ex
perimentally. This was done by making transmission 
measurements on dye solutions which had the same con
centration of dye as the solution used to color the particles, 
assuming that the concentration in the particles reached the 
equilibrium value of the solution. The real part of the 
refractive index was assumed to remain unchanged. 

A He-Ne laser beam (circularly polarized with wavelength 
0.6328 fi) was directed normally at the cell (Fig. 2). The 
scattered light was measured using an RCA-4526 

photomultiplier tube mounted on an optical rail which was 
made to pivot in a circular arc with the test cell at the center. 
Thereby, the azimuthally symmetric radiation field could be 
measured by traversing a single plane. The diameter of the 
incident beam was made at least five times larger than the test 
cell pathlength in order to approximate a one-dimensional 
plane-parallel medium. Details of the equipment may be 
found in [11], 

Analysis 

For analysis, the medium is treated as a pseudo-continuum 
(Fig. 1(a)). An energy balance on a beam of radiation with 
intensity / traversing a plane-parallel one-dimensional 
elemental volume Ax in the direction /x, results in the transfer 
equation [11, 12]' 

dl(xtli) ix—^— = -[a(ix)+a(ix)]I 
dx 

1 
1 o(ij.')I(x,ix')p(ix,iJ,')dn' (1) 

which must be supplemented by the scattering coefficient, a, 
the absorption coefficient, a, and the scattering phase func
tion, p. Strictly speaking, a, a, and p are properties of Ax 
which is mathematically passed to the limit Ax~0. In order to 
express a, a, and/? in terms of the corresponding properties of 

1 Polarization effects, which have been shown to be negligible at sufficiently 
large optical thicknesses (T0 > 1) [9] are ignored. 

. N o m e n c l a t u r e 

a = absorption coefficient 
b = collimated back-scatter 

fraction 
B = diffuse back-scatter fraction 
c = inter-particle clearance, 8-d 

C = cross-section factor 
d = particle diameter 

/„ = particle volume fraction 

/ = intensity, watts/sr cm2/i 
I0 = incident intensity, watts/ 

cm2/* 
L = slab thickness 
n = real part of refractive index, 

n = n-iK 
p = scattering phase function 

R = bi-directional reflectance, 
7r/(0,M)//0 

T = bi-directional transmittance, 
irI(T0,[i)/I0 

x = particle size parameter, 
ird/\ or slab coordinate 

Ax = elemental slab volume 
8 = center-to-center particle 

spacing 
e = emissivity 

9 = particle scattering angle 
from incidence 

8 = polar angle of slab 
K = imaginary part of refractive 

index, « = « — /« 
X = wavelength of radiation 

Xo = wavelength of radiation in 
vacuum 

fi = cos 6, also micron 
a = scattering coefficient 
T = optical depth, (<J+a)x 

T0 = (o+a)L 
\p = azimuthal angle of slab 
a; = single scattering albedo, 

a/(a+a) 

Subscripts 

eff = effective quantity 
X = monochromatic 

e,s,a = extinction, scattering, 
absorption 

a,w,g = air, water, glass 
u = unscattered 
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Fig. 4 Effect of particle concentration at large c/X (d = 11.15p, 
np =1.21 + / 0.0013) 

the particles in Ax, it is necessary to assume that they act as 
independent point scatterers (fv<<\). Assuming a 
monodispersion of spherical particles, the radiative properties 
can then be expressed as [3] 

a=CsN=1.5Qsfv/d (2a) 

a = CaN=1.5Qafv/d (2b) 

/>(«*•')= =- [ *p[QfoW,V)W (2c) 
2TT Jo 

where N is the particle number density, Csa are the single 
scattering and absorption cross sections, Qsa the corre
sponding efficiencies, and p(Q) is the single scattering phase 
function. The single scatter properties Qs, Qa, andp(0) are 
given by either the laws of geometric optics (x> > 1) or the 
Mie equations (x~l). (See [1] or [2] for a complete treatment 
of single scattering.) Regarding the assumption of 
monodispersity, it should be noted that this assumption does 
not greatly affect the accuracy of the theoretical results due to 
the fact that at large values of x, the scattering properties are 
relatively constant. The same, of course, would not be true 
for particles in the Mie range where scattering properties are 
very strong functions of the assumed mean particle diameter. 

The solution of the transfer equation, modified to account 
for Fresnel reflection at the boundaries by the glass slides* 
follows closely the development of [13] using the method of 

discrete ordinates and is outlined adequately in that work. 
However, special treatment of the phase function was 
necessary due to the extreme forward scattering for large 
particles (see the Appendix). 

Discussion of Results 

To test the importance of particle concentration /„ in the 
occurrence of dependent scattering, a set of experiments was 
devised in which /„ was varied from a very low value 
(fv =0.07), indisputably in the independent scattering regime, 
to the maximum value (fv=0J) occurring at close-packed 
conditions. As the value of /„ was increased, the test cell 
pathlength was proportionately decreased to keep the optical 
depth T0 constant. Thereby, each set of experimental data 
corresponded to only one independent scattering theoretical 
curve. Those results are presented in Fig. 3 for nonabsorbing 
spheres and Fig. 4 for absorbing spheres. As can be seen, 
dependent scattering effects are plainly absent, even at close-
packed conditions. It should also be pointed out, though, that 
due to the relatively large particle diameter 
(d=11.15ji,x = 73.7), smallest value of wavelength spacing 
parameter c/X (occurring a t / „ = 0 . 7 ) was 0.45, well above 
Hottel's recommended critical value of 0.3. 

A contrasting situation is presented in Fig. 5, where smaller 
particles (af=0.10 ^) were tested and therefore lower values of 
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ISO 

c/X could be achieved. Notice that the data represented by 
circles in Fig. 5 for c/X = 0.2 readily exhibit dependent 
scattering effects even though the value of /„ is only 0.1, while 
the data corresponding to c/X = 0.49 evidence no significant 
departure from independent scattering theory. Further tests 
using large particles confirmed the use of c/X = 0.3 as a 
criterion for determining the onset of dependent scattering. 

In Fig. 6 the particles were allowed to settle (/„ = 0.7) and 
the water evaporate so that the surrounding fluid matrix was 
air. In air, since the speed of light is greater, the value of c/X 
decreased from 0.45 (for the water matrix) to 0.34. Yet, 
within experimental error, the independent assumption was 
still found to be valid. Figures 7 and 8 also present similar 
results for dyed particles, demonstrating the effect of ab
sorption. 

Comparison with Packed Bed Studies 

The results of this investigation indicate that if particle 
clearance exceeds 0.3 wavelengths, dependent scattering is 
negligible. A comparative study was made to determine if this 
conclusion is supported by previous investigations of 
radiation in packed beds. Comparison with the theoretical 
study of Chan and Tien [8], which assumed a cubic lattice 
arrangement of the particles in order to calculate the radiative 
properties, revealed that while general trends with varying 
particle emmissivity, etc., were similar, the corresponding 
transmitted and reflected energy fluxes from a slab of par

ticles were different by as much as an order of magnitude. 
This discrepancy, however, could very well be due to their 
assumption of a cubic particle array, since they reported 
substantial disagreement between their own predictions and 
experimental results of Chen and Churchill [14] anyway. 

In the experimental vein, the most suitable work for 
comparison here is that of Chen and Churchill [14] because it 
appears to be the only experimental study in which radiation 
has been completely separated from the conduction con
tribution. Using the familiar two-flux model and properties as 
outlined in the Appendix, results of independent scattering 
theory are compared in Fig. 9 with Chen and Churchill's 
experimental results for both glass and steel spheres. Con
sidering the uncertainty in the particle properties, especially 
for the steel spheres, the agreement seen in Fig. 9 is very 
encouraging. 

Independent scattering theory was also compared with the 
numerous conduction-radiation cell models reviewed by 
Vortmeyer [15], which utilize an effective radiative con
ductivity, kr, and found to consistently predict high values of 
kr. This is not seen, however, as a contradiction to the in
dependent scattering assumption for the reason that when 
conduction is also present, it is a very difficult and complex 
problem to distinguish between what is radiative heat flux and 
what is conductive heat flux. For example, at very high 
temperatures, most of the heat conducted through a particle 
will be radiated from the back side to the next particle. It is 
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Fig. 10 Independent and Dependent scattering regimes: x versus fv 

(experimental points are limit of independent theory) 

mainly a matter of choice whether that heat flux is called 
radiative or conductive since it is actually both modes in 
series. The important point is that independent scattering 
theory accounts for it as radiative flux (through the assump
tion of local thermodynamic equilibrium) while conduction-
radiation cell models either include it in the conduction, 
contribution or obscure the issue. Therefpre, theoretical 
predictions of kr are understandably larger than those of cell 
models. More work is still needed in the area of design and 
analysis of practical packed/fluidized beds to unravel the 
complicated coupling between radiation, conduction, and 
convection of heat in those systems. 

The findings of this study can be usefully displayed as in 
Fig. 10, where the particle size parameter x is plotted verses/„ 
and the approximate domains of different radiative scattering 
systems included. The curve c/X = 0.3 demarcates the in
dependent scattering regime (c/X>0.3) from the dependent 
regime (c/X<0.3) and is given by the equation 

*=*(•{)„ J:",«.4-=0.3 o) 
0.905-/ / ' X 

where use has been made of the rhombohedral correlation for 
random particle spacing. Various limits of independent 
scattering, as reported by other investigators, are also in
cluded in Fig. 10. Notice that these points (excluding the 
present work) tend to cluster around values of x between 1 and 
10, such that the variation among the different values of /„ at 
which dependent effects were noticed might easily be in
terpreted as being within the realm of experimental error. This 
leads to the erroneous conclusion that the approximate 
condition 0.1 </„ <0.3 marks the limit of independent 
scattering. If such were the case, packed and fluidized beds 
would certainly fall in the dependent regime. However, by 
extending the range of values of x which were tested ex
perimentally, it has been shown here that the domain of 
packed and fluidized beds, for the most part, actually falls 
well in the independent scattering regime. 

Summary and Conclusions 

The classical theory of independent multiple scattering 
actually incorporates two distinct assumptions: (0 the par
ticles act as point scatterers in that distances separating the 
particles are much greater than,the particle dimensions, 
\b/d> >1 or /„ < <1) and (//) the interaction of individual 
particles with incident radiation is independent of, that is, 
uninfluenced by, the presence of neighboring particles 

(c/X> > 1). With this in mind, it would therefore seem logical 
that the domain of validity of the independent scattering 
theory be defined in terms of two separate criteria, namely, /„ 
less than some critical value of c/X greater than some critical 
value. The interesting result of experimental investigation, 
however, is that c/X alone monitors the onset of dependent 
scattering (c/X-0.3) and that /„ (or 5/d) is irrelevant in
dicating that the point geometry assumption (/) is only an 
artifice in the derivation of the theory and not crucial to its 
application or validity. 

The implications of these results for the design and analysis 
of packed and fluidized beds are far-reaching and only yet in 
the initial stages of being explored. Since most 
packed/fluidized beds systems of engineering interest fall in 
the independent scattering regime, radiative transfer in such 
systems can now be calculated with confidence using only first 
principles and fundamental optical properties. For those 
systems, such as cryogenic microsphere insulations, which 
exhibit dependent scattering, it is recommended to use the 
empirical correlation of Hottel et al. [9] 

logI0log1o(&/&eff) = 0.25-5.1(c/X) 
to calculate an effective dependent scattering efficiency, QSelf. 
And for the absorption efficiency and phase function, 
although there is yet no experimental justification, it is 
recommended to simply retain the single "scatter quantities 
because in the limit, as close-packed particles are compressed 
and form a homogeneous medium, it is only the scattering 
property which is lost-the absorbing nature of the material, 
if present initially in the particles, still remains. 
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A P P E N D I X 
Due to large size of the particles used in this study, the 

phase function could not be represented by a series of 
Legendre polynominals with a reasonable number of terms as 
is customarily done in the case of smaller particles, and thus 
the integration of p(9) over azimuthal angle ip could not be 
avoided. (Note that 9, the scattering angle of a single particle 
is not 9 the polar angle of the plane-parallel geometry). 
Therefore integrating over the appropriate limits, 

l r* 
p(n,ix')= — p{Q{ii.,ix.' -^)}d\p 

•K JO 
(Al) 

where 
cos9 = W i '+(l-A t2) , / l( l- / i i '

2) ' / 2cosO/<-1 / . ' ) 

gives 

1 re* 
p(.H,lx')= — \ 

ir Je 0 

p(Q)smQdQ 

[(i-M
2)(i-M'2)-(cose-w')2]'/j 

with 

cosG0 = /x/z' +(1 - M 2 ) ' / 2 ( 1 -ix'2)Vl 

and 

cos6 I = ^ ' - ( l - / x 2 ) ' / 2 ( l - / i ' 2 ) ' / j 

(A2) 

(A3) 

(A4) 

(A5) 

Because the denominator of the integrand in (A3) goes to zero 
at the bounds (A4) and (A5), ordinary numerical integration 
was impractical. Instead the integral was performed 

analytically over each small interval AG assuming p (9) to be 
constant over the interval. The use of one degree intervals 
resulted in sufficiently accurate representation of p(/x,/i'). 

The Two-Flux Model 

Based on the assumption of semi-isotropic intensities, I+ 

and /~ , the familiar two-flux equations 

dl+ 

-(a+d)l++al- (A6) dx 

dl~ 
dx 

= ~{d+a)r +5-/+ (A7) 

with boundary conditions I+ (0) = 1, I (L) = 0, result in the 
expressions for transmittance (7) and reflectance (R). 

2(3 

R = 

(1 + p2)smh(yL) + 2Pcosh(yL) 

(1 - P2)sinh(yL) 
(1 + P2)sinh{yL) + 2^cosh(yL) 

(A8) 

(A9) 

where/3 = [a/(a + 2d)]v',y = [d(a + 2d)]Vl,d = 2a, d=2&a, and 
5 = 1/2 Jo \°-\P(ti,iJi )djx' is the back-scatter fraction. 

For large opaque spheres the efficiency factors are [3] 
Qa = £\> Qs = 1 _ £\ an (l trie phase function is p(9) = 1 (giving 
5 = 0.5) of the spheres are specularly reflecting and the 
specular reflectivity is assumed uniform with direction, and 

8 
p(0)= — (sin9-9cos9) 

5ir 

(giving B = 0.667) if the spheres reflect diffusely. 

For large transparent spheres the absorption and scattering 
efficiencies can, of course, be taken as zero and one, 
respectively, while the phase function must be determined by 
ray tracing (see [1] or [11]). 

In the examples cited in the text the following properties 
were assumed. 

Steelspheres: ex = 0.4 , 0<X<oo, diffusely reflecting 

Glass spheres: ex = 0.03, 0<X<2.7^, smooth transparent 

ex = 0.9 , 2.7/x<\<°°, specularly reflecting 
The fact that absorption is so small for the glass spheres 

below 2.7 IJL allows the phase function to be calculated as for 
transparent sphere in that region. Assuming a real refractive 
index of « = 1.5 resulted in 5 = 0.265 for that wavelength 
region. 
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The Effect of Molecular Gas 
Absorption on Radiative Heat 
Transfer With Scattering 
Radiative heat transfer in an isotropically scattering and nongray absorbing planar 
medium is investigated. General wide-band absorption quantities, including the 
effects of gray absorption and scattering by the scattering components and nongray 
absorption by the gaseous components, are considered. Analysis for the reflection, 
transmission, and emission from isothermal layers is presented. Numerical 
calculations are presented for the wide-band absorption quantities in the high-
pressure limit. The effects of the scattering and absorption properties on the wide 
band absorption quantities are discussed. 

Introduction 

Radiative heat transfer in many practical engineering 
situations must include general nongray absorption by the 
gaseous constituents and scattering by the particulates. Many 
radiation calculations neglect scattering, which is an accurate 
assumption when the characteristic length of the scattering 
components is small relative to the dominant wavelengths. 
The emphasis of the problem is then placed on the spectral 
dependence of the absorbing components. The other limit in 
radiation calculations is the situation of dominant scattering 
where the absorption can be neglected or considered in
dependent of wavelength over a spectral interval. The 
equation of transfer including all scattering contributions 
must then be solved for the particular geometry in question. 
This work considers the effects of nongray absorption by 
molecular gases and isotropic scattering. 

The basic method is solving radiative heat transfer 
problems where there are rapid changes in the absorption 
spectra and significant scattering contributions is to solve the 
equation of transfer for each wave number and integrate over 
all wave numbers. Generally, the absorption spectra of the 
gases are divided into a number of spectral intervals and the 
solution to the equation of transfer is obtained for the 
specified absorption coefficient and scattering properties 
[1-3]. The solution to the equation of transfer is valid for 
these specific properites and must be repeated for each set of 
radiative properties in each spectral interval. An alternate 
approach is to. determine all the possible path lengths of 
photon travel and use these photon path lengths to include 
absorption [4]. This last approach can easily include any 
nongray absorption yet requires the solution for the 
distribution of photon path lengths. 

Radiative heat transfer in a planar medium with ex
ponential wide-band absorption has been investigated by 
Edwards [5, 6]. The usefulness of the slab-band absorptance 
for molecular gas radiation without scattering is clearly 
demonstrated. The objective of this paper is to consider the 
effects of scattering and molecular gas radiation for a plane 
parallel layer. Numerical solutions are presented for the 
radiative heat flux and intensities. 

Formulation 

The planar medium investigated is an isothermal 
homogeneous layer at T0 which scatters isotropically and 

absorbs spectrally. The absorption and scattering by the 
scattering constituents are independent of wave number or 
gray, and the molecular gas absorption is banded. Blackbody 
radiation at a temperature T1 is incident at K = 0, and the 
boundary at K = KL is transparent. The resulting expressions 
for the intensities for this isothermal medium are [7] 

i,+ ( K 1 ( ^ ) = / r t ( r 1 ) e - " ' " ' + ( l - « , ) u ( 7 ' o ) ( l - e - ' ' / ' ' ) ' 

2 Jo 2 i ix 

i~ («„ - fx) = (1 - <*,)i*(J0)[\ -e-^L -«,)//.] 

(la) 

2 
"rf. G , ( Q -(«,, -KVVH 

dicj 
(\b) 

2 

[2-

• s ; 

-EiM-

"L G„(/t„ 

2TT 

-E1(K,L-

- E , ( \ K , 

-«,)] 

- K„' 1 )dnj 
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where the average incident intensity is G„(K,,) = 27r J'_i 
/„(/c„,/u')^'- The solution for the intensity is completed with 
the expression for the average incident intensity. From the 
definition of G„ (K„), the governing equation is 

G„(K„) 
—;— =iAT\)E2{Kv) + {\-wv)il,b(T0)' 

2ir 

(2) 

The preceding expressions include the spectral variation of all 
the constituents within the medium. The positive and negative 
heat flux, q + (K„) and q~ (K„), are determined directly from the 
intensities. 

Total expressions for the intensity and heat flux are ob
tained by integrating the above equations over all wave 
numbers. The scattering constituents with gray extinction 
have an optical depth denoted as KS[ = (as + <j)y] and a single 
scattering albedo denoted as cos [ = o/(as + a)]. The in
corporation of the spectral gaseous absorption is denoted with 
a subscript, v, and is included through y( = a,/(as + a)). Note 
that the optical depth including gaseous and particulate 
constituents is /c„ = KS(1 + 7) and the albedo is co„ = u s / ( l + 7). 
The total intensity and heat flux are represented by i*(ics, y., 
KSL» "si 7) and qf(KS, KSL, US, 7), respectively, where the 
dependences are explicitly denoted. The gray absorption and 
scattering by the scattering constituents are the base values for 
the quantities and the band absorption depletes the total 
values. 

The exponential wide-band absorption is used to include the 
gaseous absorption. The three parameter per band description 
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is expressed as A*(KH, r/„) where KH is the optical depth at 
band head or center and i\b is the effective broadening 
parameter. The third parameter is the exponential decay 
width wbi. Regional expressions for the exponential band 
model are available [6] yet for many heat-transfer problems, a 
simplified model is applicable. In the large pressure limit 
(J7A —°°), an explicit expression for the absorption coefficient 
is obtained as 

where 

K,i = KHKV 

K„* =exp[-(vi-v)/wbi},v<vi 

(3) 

(4) 
A discussion of the extensive applicability of this represen
tation for various conditions is given in reference [5]. There it 
is noted that symmetrical bands can be approximated with 
this representation. 

The scattering wide-band absorption quantities are defined 
as the difference between the total quantity including only 
gray scattering constituents (gray absorption and scattering) 
and the total quantity with both gray and wide-band ab
sorption. A boundary source is considered and the medium is 
assumed to be at zero temperature. The wide band is assumed 
to be sufficiently narrow so that the Planck function can be 
removed from all integrals and evaluated at the band head or 
center. The total intensity for a single band, /, is defined as 

it*(.KS,li,KSL,Us,KHL)'= — 
1 

,(7*,) Q [ ' f ("s»^ « S L . " S . 7 = 0 ) 

-i?(.KS,li,KSL,o)S,y)]d( ) (5) 

and the heat flux is 

•Kh;b(TX), 

(6) 

where the i\b is not denoted since the results presented are 
applicable only in the limit T?6 — °° . Equations (5) and (6) are 
transformed using equation (4) to yield 

1 

hjb(.Ti) 

and 

'f*(«S./*.KSL.<>>S. «/«.) = 

Fig. 1 Hemispherical wide-band absorption for reflection 

i r1 
Qt*(KS,KSL,(1iStKHL) = 

!

1 r -i (jK * 

\q?(KS,KSL,o>s,0)-q?(KS,KSL,u}Sy)\—"— (8) 
The radiative heat flux and intensity that exit the plane 

layer are also expressed as the reflectance and the trans-
mittance. Considering the boundary source problem, the 
directional spectral reflectance and transmittance are given as 

'7(0,H,KS L ,O)S ,7) 

and 

P^(f;KSL,US,i) = 

Tv'(H;KSL>Us,y) = 
irb(Ti) 

(9a) 

(.9b) 

N o m e n c l a t u r e 

Aj* = wide-band absorption 
E„ = exponential integrals 
G — average incident intensity 

/* = intensity 
if * = scattering-band 

absorption intensity 
q* = heat flux 

qf * = scattering-band absorption 
heat flux 

S„ = source function 
T = temperature 
y = distance 
a = absorption coefficient 
7 = a , / (a5 + a) 

yE = Euler's constant 
e = emittance 

e,* = wide-band absorption for 
emission 

i)b = pressure broadening 
parameter 

6 = angle 
K„ = optical depth, (7+1)KS 

K-S = (as + ff)^ 
KH = optical depth at band head or 

center 
pi = cos 6 
v = wavenumber 
p = reflectance 

p* = wide-band absorption 
for reflection 

a = scattering coefficient, 
Stefan-Boltzmann constant 

T = transmittance 
T.J* = wide-band absorption for 

transmission 

co = scattering albedo 
cos = o/(as + o) 
wbi = exponential decay width 

Subscripts 
b = blackbody or band 

parameter 
( = band number 

L = total layer thickness 
S = scattering 
v = wavenumber dependent 
* = dimensionless 

0,1,2 = positions 

Superscripts 
± = positive or negative direction 
' = directional 
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Fig. 2 Hemispherical wide-band absorption for transmission 

The hemispherical spectral reflectance and transmittance are 

Pv(«SL,US,y) = 

and 

rMsL,us>y)z 

(10fl) 

(106) 
T/„a(r,) 

The corresponding emission from an isothermal layer at T{ 

without boundary incidence is obtained directly from these 
quantities. The directional spectral emittance is given by 

«/(|»»KSL»WS.7) + PI.'(/*.KSZ..WS,7) + ' ' / ( /* .KSL.«S»7)=1 01) 

and the hemispherical spectral emittance is given as 

eAKsL,us,i) + PAi<SL,<>>s,y) + T„(KSL,ws,y)=l (12) 

The total intensity and heat flux exiting a plane layer for a 
single wide band can be expressed in terms of the reflectance 
and transmittance. The directional wide band absorption for 
reflection and transmission are obtained from equations (7) 
and (9), 

Pi'*(f;KSL>i>>s,KHL) = ir*(0,IA,KSL,Us,KHL) 

Jo [p^(-lJ''Ksi-'wsO)-pv'(n,KSL,us,y)\—7- (13a) 

and 

V * (M. KSL ,US,KHL) = it \KSL,IX,KSL,U>S, KHL ) 

= ] 0 [T,'(^KSL,us,0)-T;(ij.,KSL,us,y)j —"— (136) 

The hemispherical wide-band absorption for reflection and 
transmission are given with equations (8) and (10) as 

Pi*(nSL,o)S,KHL) = gf* 

(0,KSL ,«>S>KHL)= J0 [p,(«si.ws.0)-p,(KS/,)cos,7)J —"— (14a) 

and 
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Fig. 3 Effect of K$L on the directional wide-band absorption for 
transmission and reflection 
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= - Pi*(KSL,UStKHL)- Ti*(.KSL,Ws,KHL) (16) 

Thus the emission from an isothermal layer is obtained 
directly from the reflectance and transmittance for the 
boundary source problem. 

The total quantities defined in the previous paragraphs 
incorporate the nongray gaseous absorption and gray scat
tering for a single wide band. The radiant heat flux at the 
walls of the plane layer for the realistic multiband situation is 
evaluated from these quantities. If the walls of the medium 
are black at T{ and Tr and the medium is isothermal at T0, 
then the radiant flux incident on the wall at KS = 0 is 

Q~ (0,KsL,us,y) = T„(KSL,C0S,O)OT$ + e„(KSL ,o)S)0)ffTg 

n 

+ pp(KSL,o3S,0)aPi- ^ ww [r /*(KSZ , )a)S , /c/ / z ,)7r/„ / f t(7 ,
2) 

+ €,*(/cs/.,a)s,K//L)7r^ .b(T0) + pi*(KSL,ws,KHL)mVib{.T])] (17) 
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Fig. 6(a) Wide-band absorption heat flux verses KS with KHL = 0.01 

1.5 
60° 

Fig. 5 Effect of u s on the directional wide-band absorption for 
transmission and reflection 

Ti*(KSL,0)S,KHL) = q?*(KSL,KSL,Ws,KHL) 

= ] 0 [7„(KSL»"S.O)-T„(KSL,COS,7)J —*— (146) 

The total emission for a single wide band from an isothermal 
layer is obtained directly from equations (11-14). The 
directional wide-band absorption for the emission is 

S
I r -] tfK * 

0 [ « / (M.KsL . '« ' s .0 ) -e ; ( j a ,Ks L ,w s , 7 )J - ~ 

= -Pi'*{^KSL<^S'KHL)-Tj'*(ll,KSL,Ws,KHL) (15) 

and the hemispherical wide-band absorption for emission is 

S i r ~\ dK * 

0 [ e^Ks i . cos .OJ-e^Ks i . cos .T ) ] — 7 -
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Fig. 6(b) Wide-band absorption heat flux verses KS with KHL =1 .0 

where the first three terms on the right-hand side are the gray 
contributions and summation includes the gaseous effects of n 
bands. The gray transmittance and reflectance have been 
presented in reference [8]. The radiant heat flux is then 

q(0,KSL,us,y) = q+(P,KSL,o>s,y)-q (0,KSL,ois,y) 

= oT\-q~(0,KSL,ws,y) (18) 

The scattering wide-band absorption quantities are func
tions of three variables -co s , KSL, and KHL. Limiting ex
pressions in various regions of these variables are possible. In 
the nonscattering limit as a>s—0 for a medium at zero tem
perature, the positive heat flux is 
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Table 1 Pi'*{iKSLaSKHL) 

KSL 

" s 

_ ^ S L - u S - n ) 

^mT~~--~----__^ 
n . n i 

O. l 

l . n 

I 0 . 0 

l o o . n 

l . n 

0.047? 

o.no 11 

O.OIOO 

D.0569 

O.I534 

0 . 2 6 I I 

n . i 

0 .9 n .s n . i 

n.0421 n . n 2 i 7 n .no4 i 

0.00097 0.00045 0.000075 

0.0086 0.0040 0.00069 

0.0495 0.0243 0.0043 

(1.1346 0.0678 0.0124 

0.2297 0.1169 0.0216 

1.0 

0.2025 

0.0039 

0.0361 

0.2245 

0.6284 

1.0871 

0 . 

0 .9 

0.1690 

n.0030 

0.0282 

0.1796 

0.5135 

0.R961 

5 

0 .5 0.1 

0.0730 0.0120 

o . o m o o . o o n u 

0.0098 0.0013 

0.0668 0.0097 

0.2058 0.0317 

0.3703 0.0586 

1. 

1.0 0 .9 

0.3413 0.2674 

0.0062 0.0042 

0.0574 0.0398 

0.3630 0.2613 

1.0327 0.7759 

1.8043 1.3791 

0 

0 .5 

0.0991 

0.0011 

0.0103 

0.0752 

0.2524 

0.4740 

0.1 

0.0150 

0.00013 

0.0012 

0.0095 

0.0348 

0.0631 

2 .0 

1.0 0 .9 0 .5 

0.5175 0.3617 0.1128 

0.0089 0.0047 0.00080 

0.0833 0.0449 0.0078 

0.5240 0.3053 0.0613 

1.5096 0.9623 0.2384 

2.6734 1.7710 0.4854 

0.1 

0.0163 

0.00008 

0.00082 

0.0068 

0.0297 

0.0646 

Table 2 T,"V,KSL,»>S,><HL) 

' SL 

" s 

_ T ^ C S L . » S . O ) 

îr---—-̂ __ 
0.01 

0.1 

1.0 

10.0 

100.0 

0.1 

l . n 0 .9 0 .5 

0.9523 0.9468 0.9265 

o . m o 2 n . o i o o 0.0095 

0.0986 0.0972 0.0925 

0.7818 0.7741 0.7471 

2.7710 2.7510 2.6794 

4.9631 4.9304 4.8125 

0.1 

0.9089 

0.0091 

0.0890 

0.7255 

2.6193 

4.7120 

0. 

l . n 0 .9 

0.7975 0.7654 

0.0102 0.0093 

0.0977 0.0896 

0.7266 0.6795 

2.4108 2.2921 

4.2464 4.0541 

5 

n.5 

0.6742 

0.0072 

0.0701 

0.5588 

1.9698 

3.5222 

0.1 

0.6175 

0.0062 

0.0607 

n.4946 

1.7818 

3.2n37 

1.0 

0.6587 

o . m n i 

0.0959 

0.6728 

2.0822 

3.5981 

1.0 

0.9 0 .5 

0.5916 0.4461 

0.0081 0.0049 

0.0780 0.0475 

0.5700 0.3765 

1.8290 1.3127 

3.1909 2.340 

0.1 

0.3792 

0.0038 

0.0374 

0.3041 

1.0949 

1.9681 

1.0 

0.4825 

n . m o o 

0.0930 

0.6947 

1.6500 

2.7597 

2.0 

0 .9 0 .5 

0.3565 0.1893 

o.nn59 n.0021 

0.0657 0.0206 

0.3869 0.1626 

1.1576 n.5613 

1.9782 n.9972 

0.1 

0.1421 

0.0014 

0.0140 

0.1140 

0.4104 

0.7375 

Qt (KS,KSL,">S = 0,7 = 0) = 2mpb{Tl)E3(KS) (19) 

for no gaseous absorption and 

Qv(Ks,KSL,ws=0,y)^2m„b(Tl)E^KS + KHKM) (20) 

including gaseous absorption. The scattering wide-band 
absorption for the positive heat flux is then given in equation 
(8) as 

qt'(.Ks,KsL,0,KH) = 2 J o [E3(KS) 

-E3(.KS + KHK,*)] 
dn„ 

(21) 

This expression yields the linear result of 2 KHLE2(,KS) for KHL 

small and the limit for KHL large could not be obtained in 
closed-form. In the limit of KSL~0, equation (21) yields the 
slab band absorption [5] 

^ * ( 0 , 0 , ( W ) = 1« (K/ / ) + £ , ( * „ ) +yE+ - -E3{KH) (22) 

Exact limiting expressions for the spectral radiative heat flux 
including scattering at finite and large ws have been obtained 
[9, 10] yet the forms do not permit convenient closed-form 
solutions for the scattering wide-band absorption quantities. 

Results and Discussion 

The determination of the total quantities in equations (7) 
and (8) requires the numerical evaluation of the spectral or 
gray intensity and radiative heat flux. The solution for the 
average incident intensity in equation (2) is obtained by the 
method of successive approximation [7, 11]. This result is 
then used in equation (1) to evaluate the spectral intensity and 

then the heat flux. The integral in equation (2) contains a 
singular kernel which was evaluated by the method of 
singularity subtraction [12]. The integrations in optical depth 
were performed by improved Gaussian quadratures of order 
40 [13]. The integrals over K„* in equation (7) and (8) were 
evaluated by Gaussian quadratures of a maximum order of 25 
[14]. The results for the transmittance and reflectance were 
compared with those in reference [8]. The directional and 
hemispherical values indicated a maximum difference of less 
than 0.1 percent even for KSL = 10.0 and ws = 1.0. Com
putations were also compared to the results for radiative 
equilibrium [15] up to KSL = 30.0 and the maximum difference 
was 0.4 percent. 

The normal and hemispherical values of the wide-band 
absorption quantities exiting the layer are presented in Tables 
1-4. The corresponding values for the reflection and trans
mission quantities without gaseous absorption are also given. 
The hemispherical wide-band absorption for reflection and 
transmission are also plotted in Figs. 1 and 2, respectively. 
The reflection-band absorption is strongly dependent upon 
the scattering contribution since the quantity would be zero if 
ws = 0. The value decreases by more than an order of 
magnitude as us decreases from 1.0 to 0.1. For conservative 
scattering, the reflection-band absorption increases with 
increasing KSL , and the increase with increasing KHL is similar 
to the dependence of the slab-band absorption. The small 
albedo results indicate a clear shifting of the transistion (from 
the linear to logarithmic asymptotes) to larger KHL as KSL 

increases. 

The transmission-band absorption (Fig. 2) shows a strong 
albedo dependence yet not of the magnitude observed in 
reflection. The effect of ws decreases as KSL decreases since 
the scattering contribution are reduced. In the limit of no 
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Table 3 />,*(KS/_>«S>*HL) 

"SL 

™S 

sir ~̂___̂  
n . m 

0.1 

i .n 

10.0 

loo.n 

n.i 

i .n n.9 o .s o. i 

O.OS43 0.O744 0.0384 0.007Z 

0.0026 0.0023 0.0011 0.00019 

0.0230 0.0200 0.00962 0.0017 

0.1203 0.1052 0.0522 0.0094 

0.2966 0.2605 0.1319 0.0242 

0.4869 0.4286 0.2188 0.0405 

0.5 

1.0 0.9 0.5 0.1 

0.2958 0.2475 0.1077 0.0178 

0.0064 0.0051 0.0013 0.00025 

0.0593 0.0468 0.0168 0.0024 

0.3555 0.2863 0.1093 0.0162 

0.9543 0.7R3I 0.31R6 0.0498 

1.6250 1.3439 0.5619 0.0898 

1.0 

i .n 0.9 n.5 n . i 

0.4466 0.3527 0.1342 0.020R 

0.0084 0.0058 0.n016 0.00019 

0.0780 0.0549 0.0150 0.0019 

0.4861 n.3549 0.1064 0.0139 

1.3632 1.0344 0.34RO 0.0492 

2.3724 1.8299 0.6480 0.0962 

2.0 

1.0 0.9 0.5 0.1 

0.6099 0.4372 0.1461 0.0216 

0.0101 0.0065 -1.0011) 0.00011 

0.0940 0.0521 0.0099 0.0011 

0.5942 0.3567 O.077H 0.0091 

1.7360 1.1372 0.3036 0.0397 

3.1039 2.1120 0.6206 0.0861 

Table 4 Ti*(KSL,ois,KHL) 

*SL 

™S 

0.01 

0.1 

1.0 

10.0 

100.0 

0.1 

1.0 0.9 0.5 0.1 

0.9157 0.9060 0.8704 0.8397 

0.0172 0.0168 0.0155 0.0146 

0.1608 0.1576 0.1466 0.1381 

1.0748 1.0585 1.0010 0.9537 

3.0822 3.0439 2.9065 2.7902 

5.1875 5.1271 4.9089 4.J222 

0.5 

1.0 0.9 0.5 0.1 

0.7042 0.6599 0.5350 0.4580 

n.oi34 n.ni2n o.nnss o.nofia 

0.1263 0.1133 0.0814 n.0654 

0.8429 0.7700 0.5834 0.4804 

2.3900 2.2183 1.7501 1.4756 

4.0101 3.7369 2.9817 2.6301 

1.0 

1.0 0.9 0.5 O.I 

n.6534 n.4748 n.3n67 n.2319 

n.o i i5 n.ona9 n.no46 n.nn32 

0.1076 0.0845 0.0443 0.0307 

0.6989 0.5696 0.3243 0.2314 

1.9211 1.6139 0.9914 n.7326 

3.1942 2.7065 1.6976 1.2664 

2 .0 

1.0 0.9 0.5 0.1 

0.3901 0.2656 0.1071 0.0659 

0.0097 0.0054 0.0015 0.00083 

0.0903 0.0512 0.0147 0.0081 

0.6514 0.3372 0.1095 0.0623 

1.4219 0.9252 0.3417 0.2037 

2.3186 1.5364 0.5R82 0.3554 

scattering, the slab-band absorptance is obtained which is 
indicated in the figure. 

The directional distributions of the exiting quantities are 
presented in Figs. 3 to 5. The directional results are given 
relative to the normal value which have been given in Tables 1 
and 2. The larger changes in the wide band absorption for 
transmittance and reflectance occur at small KSL'S. Figure 3 
shows these variations as well as the significant changes for 
the reflectance quantity. The wide band absorption quantities 
became more uniform in angle as the scattering optical depth 
increases because the intensity distribution itself becomes 
more uniform. An increase in the wide-band optical depth 
reduces the wide-band absorption variation with angle as 
indicated in Fig. 4. If the scattering optical depth is increased 
beyond those presented, the distributions show less depen
dence upon KHL and are also less dependent upon angle. The 
effect of the scattering albedo is closely coupled with the 
scattering optical depth since these quantities control the 
scattering processes. Figure 5 indicates the large variations at 
small optical depths. The wide band absorption for trans
mission show large variations with large scattering albedos 
and a decrease as the albedo decreases. The wide band ab
sorption for reflection exhibits the opposite trend. Note that 
all the distributions are presented relative to the normal value 
so that the magnitude of the wide band absorption quantities 
is assessed by use of the entries in Tables 1 and 2. 

The internal distribution of the wide-band absorption heat 
flux is presented in Fig. 6. This heat flux is 

The slab-band absorptance prediction as given in equation 

(22) is also presented. This nonscattering result has no con
tribution in the negative direction and, therefore, increases 
from zero to the value at KHL . All the scattering results have a 
negative contribution to the heat flux and exhibit negative 
values at KS = 0. These negative values are greatest for large 
albedos and large scattering optical depths where the negative 
contribution is significant. The wide-band absorption heat 
flux for us = 1.0 has the same trends with KS/KSL as the slab-
band absorptance, i.e., linear at small KHL (Fig. 6(a)) shifting 
to logarithmic at larger KHL (Fig. 6(b). As cos decreases, the 
wide band absorption heat flux tends to level off and then 
decrease as KS increases. This occurs since the absorption of 
the positive heat flux exhibits an increase and then a decrease 
as KS/KSL increases. The wide-band absorption heat flux 
decreases because the scattering heat flux decreases as KS/KSL 

increases, and the gaseous absorption increase does not offset 
this trend. Note that the magnitudes and trends are much 
different for wide-band absorption quantities than the slab-
band absorptance. 

Conclusions 

General wide-band absorption quantities for a planar 
medium have been defined. The effects of molecular gas 
absorption have been included for an isotropically scattering 
problem. Exact solutions have been presented for the intensity 
and heat flux for a single wide band. Analysis has also been 
given for the computation of the directional and total 
emission from an isothermal layer. The effects of multiband 
problems can also be determined from the results presented. 
The directional and hemispherical quantities have indicated 
the importance of scattering properties on both the exiting 
intensities and heat flux as well as the internal distributions. 
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Attenuation of Thermal Radiation 
by Pulverized Coal and Char 
The absorption and scattering of thermal radiation within a dilute cloud of 
pulverized coal and char is investigated. Results are presented of monochromatic 
absorptivity measurements on particles 50-150 pm in diameter under conditions 
representative of the early pyrolysls zone of a combustion chamber. No dependence 
of absorptivity on coal composition could be discerned for the three lignite and 
bituminous coals selected. A slight increase in monochromatic absorptivity with 
temperature and extent of char was observed. For the spectral region investigated, 
1.2-5.3 urn, an empirical equation of the form ax = 0.78 + 0.18/\'A was found to 
represent the data for all coals and chars within 5 percent. A single total 
hemispherical absorptivity of 0.89 is recommended for heat-transfer calculations in 
pulverized coal and char clouds if the particles can be assumed to act as Mie scat
ters, and if the volume fraction of ash and soot particles is small. 

Introduction 

Combustion of coal dust suspensions can occur in both 
desirable and undesirable situations. It is desirable to have 
pulverized coal as a fuel, primarily in large furnaces, but also 
in advanced design MHD generators, gas turbines, and Diesel 
engines. It is undesirable to have ignition of coal dust 
suspensions in mining or coal processing operations, with the 
ultimate hazard being a disastrous explosion. In both con
trolled and uncontrolled combustion the primary driving 
force is the transfer of heat from the exothermic oxidation 
back to the unheated fuel. Conduction, convection, and 
radiation all play a role in this process; but because of the 
nature of the suspension, the temperature of the products, 
and the speed of the combustion reaction, radiation is often 
the dominant mode of heat transfer. Thermal radiation is also 
the primary mechanism of energy transfer from the burning 
coal particle cloud to the water-cooled walls of a boiler 
furnace because of the large enclosure dimensions, relatively 
low gas velocities, and high temperature. 

Within a suspension of particulate matter, thermal 
radiation can be either enhanced or attenuated, depending 
upon the size and concentration of particulates, the tem
perature distribution, and the radiative properties of the 
matter. Even for a pure material such as carbon, the 
specification of the pertinent radiative properties is not 
straightforward. The crystalline structure of the carbon and 
the surface conditions can greatly affect the spectral 
emissivity. For example, Kibler et al. [1] reported that the A-
face of pyrolytic graphite has about double the emissivity of 
the C-face in the near infrared for temperatures above 1800 K. 
For a heterogeneous substance such as coal, the difficulties 
are multiplied since the particulate cloud can be made up of 
varying fractions of unreacted coal, char, ash, and soot, each 
of which has its own optical properties dependent upon 
wavelength, temperature and particle size. Viskanta et al. [2] 
have recently examined the importance of some of these 
parameters (mean particle radius, size distribution, tem
perature, back-scatter) for polydispersions of various coals 
and fly-ash using a numerical model with average spectral 
properties. 

Research into the optical properties of carbonaceous 
materials extends back to work done by Senftleben and 
Benedict [3] in which they measured the reflectivity of elec
trode carbon in the infrared wavelengths. Whitson [4] has 
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compiled comprehensive data from more recent 
measurements of the refractive index and emissivity of 
graphite and carbonaceous material at high temperatures. The 
results of over twenty-five references are summarized in 
graphical and tabular form for the spectral region between 0.4 
and 12.5 jtm. Blokh [5] has reviewed the results of many 
experiments on bulk coal, soot, and pulverized coal. Using 
Mie theory, the absorption and scattering coefficients of 
different coals were calculated as a function of particle size. 

As an indication of the variation in properties between coal 
and ash, Sato and Kunitomo [6] estimated their total 
emissivities to be 0.83 and 0.58, respectively, at moderate 
temperatures. The strong spectral dependence of the 
emissivity of A1203, a significant component of boiler ash, is 
given in the handbook by Whitson [4]. The total emissivity 
changes from about 0.75 at room temperature to less than 
0.40 above 1200K [7]. 

The optical constants of polished specimens of several coals 
have been determined by Foster and Howarth [8]. They 
measured significant differences between the spectral 
refractive index for coal and polycrystalline graphite. Little 
work has been reported on the monochromatic properties of 
coal in pulverized form, or the effect of heating the coal. This 
study was undertaken to determine the absorptive properties 
of different coals under conditions similar to the early 
pyrolysis zone of a pulverized coal furnace. Three different 
coal types were investigated: a bituminous, a sub-bituminous, 
and a lignite. Particle diameters were typical of furnace 
operation, ranging between 40 and 150 /tin. Chars formed 
from the coal were conditioned up to 1200 K. Spectral 
measurements were made of the absorptivity in the 
wavelength region between 1.2 and 5.3 /mi, the region 
corresponding to over 80 percent of the radiant energy from a 
blackbody at temperatures ranging from 1400 to 2400 K. 

The theoretical background on thermal radiation at
tenuation is briefly reviewed in the next section. With this 
background, the design of an experimental facility in which to 
determine the spectral absorptivity of coal and char particles 
is discussed. The results of the experimental measurements are 
then presented. In the final section, the importance of scat
tering to the attenuation process is investigated. 

Theoretical Background 

On a monochromatic basis, the change in intensity of a 
beam of radiation in a given angle in space is determined by 
the solution of the equation of transfer ([9], Ch. 14]) 
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dl 
= -(K„+Ks)Jx+KaIb 

FLOWMETER 

A-K J a,-
/x(Q,)$(X,0,0 /)dQ, (1) 

The importance of individual terms in this equation vary with 
the physical properties of the medium and the size of the 
particles in the medium relative to the wavelength of 
•radiation, as characterized by the size parameter, 2irr/\. 

For particles not too closely spaced (distance between 
centers greater than 3r [10]), the effect of a cloud of particles 
can be found by summing over all individual particles. In the 
large size parameter limit, the absorption coefficient becomes 

** = Jo N(r)A{r)axdr=axA (2) 

where ax
 ls the hemispherical spectral absorptivity of the 

particles, N(r) is the particle size frequency distribution per 
unit volume, and A (r) is the effective geometric cross section 
of the particles. The particle cross section per unit volume, A, 
is defined by 

S CO 

N(r)A(r)dr. 

The integral term in equation (1) accounts for all scattering 
into the line-of-sight. For large specularly reflecting particles, 
the scatter is predominantly in the forward direction, so that 
the final term becomes approximately KSIK. (The extent to 
which this is true for coal dust is explored in & later section.) If 
the particles can be assumed to both emit and absorb 
radiation equally from all angles, equation (1) can be written 

^ = -axAh+axAIbx (3) 

Solving for the individual particle absorptivity in an 
isothermal, homogeneous cloud, 

AL L 7 iX-/x(0) J (4) 

If the particle cross section per unit volume, the total path-
length, L, and the temperature are known, then the particle 
hemispherical spectral absorptivity can be easily determined 

PULVERIZED 
COAL 

OPTICAL PATH 

î 

- 10cm-

50 cm 

2.5 cm 

COLLECTION 
SYSTEM 

Fig. 1 Test chamber configuration 

by measuring 7X at / = 0 and L. This is the basis of the 
procedure used in the experimental facility described next. 

Experimental Apparatus 

The experiment was carried out in a sealed steel chamber 
50-cm high, 10.2-cm deep, and 2.5-cm wide. Pulverized coal 
was fed in vertically from the top of the chamber. The optical 
path was along the depth, 10.2-cm long. At each end of the 
optical path an Irtran infrared transparent window was at
tached (see Fig. 1). The stainless steel chamber served as a 
heat exchanger as well as to maintain the samples in an inert 
atmosphere. Three chromel/alumel thermocouples were 

Nomenclature 

A(r) = projected area of par
ticles of radius r 

A = total particle cross-
sectional area per unit 
volume of cloud 

Ac = cross-sectional area of 
duct 

a = curve-fitting constant, 
equation (8) 

b = curve-fitting constant, 
equation (8) 

c = proportionality constant, 
equation (6) 

CltC2 = Planck's first and second 
radiation constants 

F, = normal ized size 
frequency distribution 
function 

Ix = monochromatic intensity 
Ibx = monochromatic black-

body intensity 

Ka = monochromatic ab
sorption coefficient 

Ks = monochromatic scat
tering coefficient 

/ = distance along optical 
path 

L = total length of optical 
path 
mass flow rate of par
ticles 
curve-fitting constant, 
equation (8), or real part 
of refractive index 

n = complex refractive index, 
n — in 

NitN(r) = number of particles of 
given radius per unit 
volume of cloud 
particle radius 
radiation source tem
perature 

m„ = 

n = 

"p 
a 

«x = 

T(n) 
X 

r,rt 
T. 

* = 

Q = 

absolute particle velocity 
particle specific volume 
total hemispherical 
absorptivity of solid 
material 
monochromatic-hemis
pherical absorptivity of 
solid material 
scattering angle 
imaginary part of 
refractive index 
gamma function 
wavelength 
monochromatic-hemis
pherical reflectivity of 
solid material 
Stefan-Boltzmann cons
tant 
phase function for 
scattering 
solid angle 
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Fig. 2 Top view oi test chamber showing optical path 

located inside the test chamber just below the optical path. 
These measured the test chamber temperature close to the 
wall, a quarter, and a half of the way along the optical path. 
Temperature variations of less than ±5 K were measured, 
allowing the assumption of isothermal conditions to be made. 
At the bottom of the chamber a collecting filter received the 
pulverized coal for mass and size distribution determination. 
Coal was fed by a Vibra-screw auger feeder to the top of the 
chamber. Dry inert nitrogen gas transported the coal and 
served, by varying its flow rate, as a control on the sample 
density as the cloud moved down past the windows through 
the optical path. The nitrogen line was equipped with a 
pressure gage and a calibrated rotameter for volume flow rate 
determination. 

The stainless steel chamber was located inside a propane-
fired furnace, internally lined with a zirconia casting and 
externally insulated with a Cotronics ceramic blanket. The 
two Irtran windows provided optical access to the chamber. 
Approximately 30 cm of the coal feeding line was also within 
the furnace, flowing counter to the exhaust, thus increasing 
the heat-exchanging length. This precaution was taken to 
ensure that the sample would be at the desired temperature as 
it passed through the optical path. 

The radiation source was a blackbody cavity manufactured 
by Infrared Industries (Model 263). A mechanical chopper 
(PAR Model 125-A) was used in conjunction with a lock-in 
amplifier (PAR Model 120). The monochromator used was a 
1/4 meter Spex with two different gratings, covering the 
whole spectral region scanned by the Judson series 10 InSb 
detector (i.e., 1.2 to 5.3 ntn). To ensure spectral consistency, 
data points were taken with each grating in the overlapping 
region. The gratings were adjusted using the harmonics of a 
He-Ne laser. The estimated half-width of the signal at the 
output of the monochromator was .01 nm or less. The 
collection optics had an included angle of 12 deg. 

Figure 2 is a schematic of the optical path passing through 
the test chamber. Radiation from the infrared source was 
chopped and then focused with front-surfaced mirrors Ml 
and M2 in the experimental chamber. The chopping was 
necessary to improve the signal-to-noise-ratio and to reject 
emission by the surrounding chamber and coal particle cloud 
for the high-temperature measurements. Within the ex
perimental chamber, one could control the cloud density by 
adjusting the mass flow rate of pulverized coal, the size 
distribution, and the volume flow of nitrogen. A thin cloud 
was always used, with density varying typically from 0.0002 
to 0.001 g/cc (volume fraction between 0.00014 and 0.0007). 

The optical components were purged with dry nitrogen, but 
some atmospheric C02 and H20 were still present. To take 
into consideration the atmospheric absorption within the 
spectral region studied, the monochromator was fixed at a 
specific wavelength and the signal recorded with no coal 
present. Keeping all conditions constant, pulverized coal was 
then fed into the chamber, creating additional absorption. 
The stronger signal (without coal) was proportional to the 
incident radiation on the cloud, while the weaker signal 
(passing through the coal cloud) showed the coal absorption 
in addition to any previous atmospheric absorption. When the 
blackbody emission is eliminated, equation (4) involves only 
the ratio of the intensities, so that atmospheric absorption is 
automatically discounted. A typical run consisted of a steady 
signal (noise < 1/2 percent) corresponding to the source 
output at the selected wavelength, attenuated by the prevailing 
circumstances, followed by a drop in signal when the coal 
feeder was turned on. The coal attenuated signal showed a 
maximum noise of 5 percent due to fluctuations in the cloud 
density. Cases with larger fluctuations were rejected as 
unreliable. The time constant in the lock-in amplifier was kept 
at 1 s in all runs, maintaining a standard cutoff of very short 
term fluctuations in cloud density. 

An important part of the experiment was the sample 
preparation. Mechanical sieving gave good results with 8 in. 
dia sieves as small as 45 jum (325 mesh) if batches of 50 gm of 
well dried pulverized coal were used. Moisture tends to 
conglomerate the particles, and consequently small particles 
would stay together with the large fraction. An 
aerodynamical separator was also used with equivalent results 
in a much shorter time. To determine the particle size 
distribution, a Coulter counter was used. This instrument 
determines the size of small particles by measuring the 
capacitance variations as the particles pass through a small 
aperture. Fifty thousand particles can be easily counted this 
way in approximately 15 min., giving a very good statistical 
distribution. 

The char was prepared from the presieved coal samples. 
The test chamber, itself, served to devolatize the coal. With 
the temperature set at the desired level between 600 and 1200 
K, the particles, suspended in dry nitrogen, were allowed to 
pass through the heated chamber. The transit time was about 
10 s at the elevated temperatures. The partially devolatized 
char was recovered, and the process repeated three times. A 
size distribution measurement was made after the final pass, 
and this material was used in all the char measurements. 

Experimental Results 

The blackbody emission from the particle cloud was 
eliminated in the experimental measurements by mechanically 
chopping the incident radiation, and by amplifying only the 
synchronized transmitted intensity. Thus, the particle 
spectral-hemispherical absorptivity could be determined using 
equation (4), which becomes 

ah=-ln[h(L)/Ix(0)]/AL (5) 
The pathlength, L, is fixed at 10.2 cm, the intensity ratio is the 
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primary dependent variable which is measured, and A is an 
experimental variable which can be computed from the cloud 
density. 

A is evaluated by a discrete sum with sixteen terms, the 
number of channels in the Coulter counter which furnishes the 
particle size frequency distribution, F,. (A typical distribution 
is shown in Fig. 3.). The particle number density, iV,, in each 
discrete radius increment, rh is directly proportional to Fh so 
that 

^= £<*•,, (6) 

where c is a constant of proportionality and ir rj is the cross-
sectional area of the assumed spherical particles. The con
servation of mass flowing through the test section was used to 
evaluate c in terms of the coal mass flow rate, rhp, the coal 
particle specific volume, vp, the absolute particle velocity, up, 
and the cross-sectional area of theduct,v4 r. Theresultis 

'(^X^y^3) (7) 

Maximum random errors of less than 5 percent were 
associated with m„ and Up. Ac was fixed by the ex
periment and Fj and /•, were based upon a large statistical 
average. Replication of experiments for a fixed wavelength, 

;•* COULTER COUNTER CHANNEL 
I 2 3 4 5 6 7 8 9 10 II 12 13 14 

EFFECTIVE PARTICLE RADIUS, ^m 
Fig. 3 Typical size frequency distribution for lignite coal as deter
mined from Coulter particle counter 

Table 1 Experimental parameters 

Parameter 

wavelength, ^m 
coal types 
temperature, K 
coal mass flow rate, g/s 
particle cloud density, g/cm3 

particle solid density, g/cm3 

nitrogen speed, cm/s 
measured intensity ratio, I\(l) /I\(0) 
blackbody source temperature 

Range 

1.2-5.3 
3 (see Table 2) 
300-1200 
0.06-0.15 
0.0002-0.001 
1.4 
1.4-8.8 
0.60-0.85 
1200K 

coal-type, and temperature was used to keep uncertainty in 
the computed value of ax within ± 3 percent. Details on 
computing A and a more complete discussion of errors can be 
found in the dissertation by Monteiro [11] and the paper by 
Monteiro and Grosshandler [12]. 

Table 1 shows the range of variation of the principal 
parameters used during the experiment. Of particular interest 
were the effects of wavelength, coal type, and the temperature 
on the particle absorptivity. The composition of the three 
coals tested, before charring, is given in Table 2. 

The wavelength effect on the spectral absorptivity was 
found to be appreciable. Figure 4 shows the experimentally 
determined particle spectral-hemispherical absorptivity as a 
function of wavelength, with all coal types plotted in a single 
curve. The temperature is 300 K. The figure indicates a 
general decrease in the absorptivity from about 0.95 at 1 ^m 
down to about 0.87 at a wavelength of 4 /on. There is no 
statistically significant difference among the three coal types, 
in spite of the 50 percent increase in ash content between the 
lignite and the bituminous coal. This is not too surprising 
considering recent measurements [13] of coal ash deposits, 
indicating that their emissivity is close to that measured in the 
present work. 

The effect of temperature, or degree of charring, is 
demonstrated in Fig. 5. Changing the temperature does not 
change the general spectral trend of the absorptivity for the 
lignite coal and char. There is a noticeable increase in ab
sorption by the higher temperature, more highly devolatized 
char. This is consistent with a decrease in hydrogen content 
and increase in porosity of the charred material. (Inspection 
of the charred material under an electron microscope [11] 
revealed that the particles were sponge-like, with fewer jagged 
edges than the parent coal particles.) The least squares plot of 
the 300 and 900 K temperature measurements may not be 
significantly different, but the 5 percent increase in ab
sorptivity at the short wavelengths for the 1200 K char is 
larger than the estimated uncertainty of 3 percent in the data. 

1.00 

.95 

r-
.90 

Q. 
f£ 
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U) 

< 
.80 

.75 

A UTAH BITUMINOUS 
» WASHINGTON SUB-BITUMINOUS 
a NORTH DAKOTA LIGNITE 

4 I 2 3 

WAVELENGTH, fj.M 
Fig. 4 Monochromatic absorptivity of three different coals at room 
temperature 

Table 2 Coal analysis 

Designation 

I 
II 

III 

Type 

Utah bituminous 
North Dakota 

lignite 
Washington sub-

bituminous 

C/H 
atom 
ratio 

1.10 
1.22 

. 1.29 

Ash, 
% 

dry wt. 

17.4 
11.4 

14.9 

Carbon, 
% 

dry wt. 

66 
63 

65 

Moisture, 
% as received 

3.4 
29.8 

7.0 

590 / Vol. 104, NOVEMBER 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.00 

.95 

>-
.90 

Q. 
CC .85 
O 
en 
CO 
< 

.80 

.75 

LEAST SQUARES FIT OF DATA, 
NORTH DAKOTA LIGNITE 

1 2 3 4 

WAVELENGTH, pM 
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Fig. 6 Correlations of all spectral absorptivity data for three types of 
coal and char, and temperatures between 300 and 1200 K 

The absorptivity data from all temperature conditions and 
all coal types and chars is plotted versus wavelength on a 
single curve in Fig. 6. The extent of measurement fluctuations 
for all of these cases is indicated for each spectral region 
investigated. The data can be correlated with a polynomial of 
the general form 

ax=a + b\" (8) 

where a, b, and n are constants. For a simple linear ex
pression, it is found that the spectral absorptivity can be 
represented by ax = 0.975 - 0.025X in the spectral region 
between 1.0 and 5.3 pm. Close inspection of th data, however, 
suggests that the absorptivity levels off after 4 (im, so that a 
preferred expression is 

a x =0.78 + 0.18/X'/! (9) 

This expression is shown plotted as the dashed line in Fig. 6. 
The spectral reflectivity, px = 1 - « x , is compared in Fig. 7 
with the results of Foster and Howarth [8] for a low ash coal 
(dot-dash curve) and polycrystalline graphite (solid curve). It 
should be pointed out that Foster and Howarth used 
specimens of polished lump coal and graphite for their 
reflectivity measurements. Their spectral reflectivity 
measurements agree well with the present results for 
wavelengths between 1 and 2 fim. At 5 /xm, however, the 
reflectivity of the particulate matter is about .0.15, which is 
twice what Foster and Howarth calculated. A recalculation, 

100 
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60 
if* 

t 
> 

O 40 
UJ 

<r 
20 

— POLY-CRYSTALLINE GRAPHITE, " 
(FOSTER AND HOWARTH) 

• •— COAL, C/H" 1.23, ASH-2 .3% 
(FOSTER AND HOWARTH) 

COAL AND CHAR 
(MONTEIRO AND GROSSHANDLER) 

WAVELENGTH, ^.M 
Fig. 7 Monochromatic hemispherical reflectivity of coal and char 
compared to results of Foster and Howarth [8] for polished bulk 
specimens of coal and graphite 

though, based on their own data indicates that their curve 
may be in error, and a value of px closer to 0.12 may be more 
appropriate. 

The total hemispherical absorptivity is defined as the source 
spectral-distribution function weighted average of the 
spectral-hemispherical absorptivity. For a gray or blackbody 
source at Ts, this is written 

a(Ts) - i : 
aJbx(Ts)d\ 

oT$/w 
(10) 

Using equation (8) for a x , the integral can be broken into two 
terms, with the first term integrating exactly to "a." The 
second term, involving the coefficient b, becomes 

TV f ° ° 7T f 2C, b~k" 

o \ 5 e x p ( C 2 / \ r j 
d\ (11) 

Planck's blackbody distribution function, 76X, has been 
approximated by Wien's distribution in (11), which is 
reasonable for the temperature-wavelength region of interest 
in furnace calculations ([9], Ch. 2). Equation (11) can be 
integrated analytically, with the result that the total 
hemispherical absorptivity is 

a(Ts)=a + 
2bCxT{A-n) 

oC\-"T" 
(12) 

The gamma function, T, depends upon the order of the 
wavelength dependence, n, in equation (8). 

For the negative half-order dependence given in equation 
(9), the total hemispherical absorptivity becomes 

a( 7;) = 0.78 + 0.00269 7; Vl (13) 

This is a weak dependence upon the source temperature. For 
conditions typical of furnace combustion, between 1200 and 
2200 K, a is bounded between 0.87 and 0.91. The linear 
relation plotted in Fig. 6 yields results which are only 1 per 
cent higher. It should be pointed out that neither of these 
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Fig. 9 Mie scattering phase function for coal with index of refraction 
equal to 1.6 - 0.3i and a size parameter of 50. Perpendicularly polarized 
component shown. 

algebraic expressions predict the actual spectral behavior for 
wavelengths in the visible or far infrared region. In one case, 
the spectral absorptivity exceeds 1.0 for X < .67 fxm, and in 
the other, ax becomes negative for X > 39 fim. However, 
since about 90 percent of all radiant energy within a furnace at 
1500 K is located between 1.0 and 6.0 /xm, the nonphysical 
aspects of the data correlation should not have a significant 
effect on the absorptivity. Thus, it appears that for the range 
of conditions investigated, a single value of total 
hemispherical absorptivity equal to 0.89 is sufficient for 
reasonably accurate coal and char cloud absorption 
calculations. 

Scattering in Coal Particle Clouds 

The reliability of the experimental results presented 
depends upon the accuracy of the assumptions used in 
arriving at equation (3). In general, radiation can be 
refracted, diffracted, or reflected from an optically large 
particle. Important assumptions that have been made are that 
all the refracted radiation is absorbed, all the diffracted 
radiation directed into the forward direction, and all of the 
reflection is also forward. One can be convinced of the ap

propriateness of these assumptions by examining each of 
these processes in order. 

A fraction of the radiation which is refracted into the coal 
particle will be absorbed before it passes through to the far 
surface of the particle. The fraction which is transmitted can 
then undergo reflection or refraction at the second interface. 
This phenomena can be important in individual particles of 
small or moderate optical depth, as determined by Simpson 
[14] in his ray-tracing study of heavy fuel oils. The absorption 
coefficient of coal can be estimated from the data of Foster 
and Howarth [8] to be about 1.9 X 106m~' at a wavelength 
of 3 ^m; so that for a particle diameter of 10 jum, less than 
10 ~8 of the incident radiation will penetrate to the far surface. 
The remainder is absorbed. 

The scattering efficiency due to diffraction is equal to one. 
When the size parameter is greater than 30, the phase function 
for diffraction drops below .004 for angles greater than 12 
deg off of the forward direction ([9], p. 584). What these two 
facts imply is that if the collection optics encompass all of the 
radiation passing through a coal/char particle cloud within 12 
deg of the forward direction, then the out-scatter along the 
line-of-sight will be balanced by the in-scatter represented by 
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the diffraction contribution to the integral in equation (1). 
Since the size parameters used in the experiment are mostly 
greater than 50, and since the collection optics encompass a 
cone angle of 12 deg, it is appropriate to treat diffraction as 
was done in developing equation (3). 

The directional distribution of radiation reflected from a 
large spherical particle is strongly dependent upon the surface 
condition. The surface will be optically smooth (specular) if 
the average roughness and pore size are significantly less than 
the wavelength of radiation; say, of the order of 0.5 /xm. The 
spectrum investigated went up to 5.3 ^m, so that a random 
roughness or pore size above 10/im would lead to a diffuse 
surface on a particle greater than 60/xm in diameter. Crevices 
of the order of tens of micrometers were observed over a 
portion of the surface of the coal particles [11]. Heating the 
coal to the highest temperature increased the number of pores 
in the submicron to 10 micrometer range, but neither material 
could be classified by their electronmicrographs as being 
solely specular or diffuse. Figure 8 compares the phase 
functions for the two limiting cases, computed from the 
equations in any of a number of textbooks (e.g., [9], Ch. 16). 
In the large particle limit, neither diffuse nor specular 
reflection depend upon diameter. The diffuse phase function 
is also independent of the optical properties of the material. 
The specular phase function is based upon a typical coal 
refractive index of n = 1.6-0.3/ [8], for which the 
hemispherical reflectivity can be calculated to be 0.12. While 
the specular phase function is not as sharply peaked as that 
for diffraction, it is still predominantly in the forward 
direction. In contrast, diffuse scatter is predominantly in the 
backward direction, with no component for 0 = 0 deg. From 
equation (1), then, the effect is to increase attenuation of the 
incident radiation by reflection, and to contribute nothing 
along the line-of-sight with the integral term. The absorptivity 
as calculated by equation (4) is, thus, an upper limit on the 
true particle absorptivity if the particle surface is diffuse to 
any degree. 

Viskanta et al. [2] estimated the effect of backward scatter 
on the overall absorptance of a polydispersion of bituminous 
coal in a plane layer. They found about a 5 percent decrease in 
effective absorptance if the particles were assumed to scatter 
isotropically rather than predominantly in the forward 
direction when the volume fraction was equal to that used in 
the present work. The size distribution used in their 
calculations had a mean radius of only 6.1 /mi, so that it is 
impossible to compare quantitatively the results of their 
estimates with our experiments. However, their estimates are 
consistent with the statement regarding the measured particle 
absorptivity as being an upper limit. 

The Mie theory can be applied if the particles are assumed 
to be true specular, spherical reflectors. The numerical code 
of Grehan and Gousbet [15] was used to estimate the direc
tional intensity scattered by Mie-type coal particles with the 
same refractive index as used above. Figure 9 is a plot of the 
phase function for the perpendicular component of intensity 
for a size parameter of 50. The phase function, on the or
dinate, is reduced about three orders-of-magnitude by an 
angle 6 from the forward direction (plotted along the abscissa) 
of 15 deg. If the intensity is integrated over the solid angle 
viewed by the detector, using this phase function, it is found 
that 0.990 of all the scattered radiation is collected by the 
optics. Similar calculations on both the parallel and per
pendicular components for size parameters between 26 and 
256 indicate that over 98 percent of the scattered radiation is 
incident on the detector. 

Therefore, it can be concluded that the assumption of 
forward scatter is as reliable as the assumption that the coal 
and char behave as specular, spherical scattering centers. To 
the extent that some of the particles act in a diffuse manner, 
the reported absorptivities are upper limits. 

Summary and Conclusions 

The spectral absorptivity of pulverized coal and char in the 
near infrared has been studied. Measurements were made with 
particle sizes between 50 and 150 jxm suspended in an inert 
nitrogen cloud. The coal rank and ash content were varied, 
and chars were formed at temperatures up to 1200 K. The 
results can be summarized as follows: 

1 Pulverized coal and char absorb from 85 to 95 percent of 
the radiation between 1.2 and 5.3 iim. 

2 The spectral absorptivity decreases with increasing 
wavelength, and can be approximated by the relation ax = 
0.78 + 0.18/A*. 

3 No effect on the absorptivity was found due to coal rank 
or ash content. 

4 The absorptivity increases slightly with the extent of 
charring at temperatures above 900 K. 

Radiation is only one phenomena which must be considered 
in engineering calculations of heat transfer in coal-fired 
furnaces and combustors, so that a simple total hemispherical 
absorptivity applicable to all coals and chars is highly 
desirable. Based upon the findings of the present study it is 
recommended that a value of 0.89 be used in regions of the 
flame where the coal and char contribute significantly more to 
the solids volume fraction than either soot or ash. 
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Combined Conductive and 
Radiative Heat Transfer in an 
Absorbing, Emitting, and 
Scattering Cylindrical Medium 
The purpose of this study was to formulate and solve the problem of transient 
combined conduction and radiation in a grey absorbing, emitting, and scattering 
medium of cylindrical geometry. The medium is bounded by grey diffuse surfaces at 
known temperatures. The problem was solved by the Galerkin finite element 
method using linear interpolating functions. The transient terms were handled using 
the Crank-Nicolson scheme with the time steps chosen to avoid temperature 
fluctuations at early times. The results were compared with exact solutions for the 
extreme cases, i.e., pure conduction and radiative equilibrium. Results are also 
compared with an approximate solution for the case of combined conduction and 
radiation. The effects of various parameters on the solutions are presented in 
tabular as well as graphical forms. The results obtained compare well with the exact 
solutions. The Galerkin finite element technique is well suited to this problem 
because of the ease with which integrals with variable limits can be handled. 

Introduction 

With the advent of the recent energy crisis and rapidly 
spiraling energy prices, conservation of energy has become a 
primary concern. One of the many ways to reduce com-
sumption of energy is the use of insulation to reduce heat 
transfer. However, the analysis of heat transfer through some 
insulating materials is rendered difficult because of the 
combination of simultaneous conductive, convective, and 
radiative heat transfer. The combination of these three modes 
vastly increases the complexity of the analysis of any system, 
and, consequently, makes the modeling of any real system 
much more difficult. There are many practical problems 
where these combined mode studies must be addressed. We 
have chosen to investigate the cylindrical geometry problem 
for an insulating material in the annular region between two 
concentric right circular cylinders. This geometry has ap
plications ranging from the obvious insulation on a pipe or 
insulation on cylindrical vessels to the rather complex hot wire 
thermal conductivity apparatus. For many insulating 
materials the heat transfer by convection is negligible. In this 
study the problem of combined conduction and radiation in a 
cylindrical medium with known temperatures on the bound
aries is investigated. 

Combined conduction and radiation in a medium has been 
analyzed by numerous authors using various geometries. 
Viskanta and Merriam [1] studied the problem for a spherical 
geometry using various boundary conditions. Fernandes, 
Francis, and Reddy [2], as well as Viskanta [3] have been 
among the many authors who have studied the problem of 
combined conduction and radiation for the planar geometry. 
Chang and Smith [4] have studied the transient and steady-
state problem using the Eddington approximation for a 
medium between coaxial cylinders, while Howell [5] solved 
the steady-state problem using exchange factors. Saito et al. 
[6] investigated the hot wire method analytically and ex
perimentally with combined conductive and radiative heat 
transfer. A number of solutions [7-10] were obtained which 
considered radiative equilibrium for the cylindrical geometry. 
Of these only the solutions obtained by Perlmutter and 
Howell [10] can be considered the most accurate. Azad and 
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Modest [13] have solved the problem of heat transfer by 
radiative in a solid cylinder. Wu et al. [14] have described a 
system in radiative equilibrium using a finite element for
mulation. The results were linked with a second finite-element 
model, which included conduction for the planar geometry. 

This paper presents an exact formulation and solution using 
finite elements to the problem of combined conduction and 
radiation in a long concentric annular medium with known 
temperatures at the boundaries. The medium is considered to 
be isotropically scattering, absorbing, and emitting with 
diffuse boundaries. 

Analysis 

The problem will be formulated using the procedure of 
Kesten [11] or Kuznetsov [12]. For the cylindrical geometry 
infinitely long in the z-direction, the intensity, /, depends on 
the radius, r, polar angle, 6', and the azimuthal angle, y. The 
following notation will be used to specify the angles shown in 
Fig. 1: 

(5 = horizontal projection of the acute angle between the 
direction of intensity and a line from the point of entry into 
the medium to the center of the cylinder 

7 = horizontal projection of the angle measured clockwise 
from the radius to the direction of the intensity 

d = angle between the direction of the intensity and the 
outward drawn normal to the surface 

a = angle between the ray and the horizontal 
The integrated intensity 

I f T / 2 p 2TT 

Idu = 2\ Ivcosadyda (1) 
oi J 0 J 0 

The net radiative flux directed radially outward is given by 

S
i1 TT/2 p 2TT 

Ivcosddw= - 2 1 \ I „cos2 acosydyda (2) 
w J 0 J 0 

The transport equation using the coordinates shown in Fig. 1. 
for a material with refractive index, n, is given by 

C^ = -pvIv + Kyibv+^Gv (3) 

dS 47T 

where /3„ = a„ + K„ 

G, = integrated intensity defined in equation (1) 
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Fig. 1 Coordinate geometry (inner cylinder of radius r0 has not been 
shown for clarity) 

and Ibv is the black body intensity or Planck 's function. From 
Fig. 1, it is seen that , 

ds= (4) 
COSa 

r2=x2+R2- 2xRcos/3 (5) 

The transport equation will be rewritten by denoting I~ as the 
intensity in the range 0 < x < Rcosa and I* as the intensity 
in the range Rcos/3 < x < 2Rcos f3. WhileI+ and /a re defined 
in terms of the location from the outer cylinder it should be 
noted that these are equivalent to the notation used in planar 
problems indicating positive and negative directions. 

From Fig. 1 we obtain 

r sin y = R sin/3 for 0<7<7r (6) 

We now divide the annular region into one in which the rays 
intercept the inner cylinder, subscripted 1, and a region in 
which rays to not intercept the inner cylinder, subscripted 2. 
Utilizing the above equation and assuming gray and tem
perature independent properties, we can rewrite equation (3) 
as 

- / - = 
dr r* 
dr* F(r*,@)cosa' 

(l-o>0)r*n2Ib Cd0 r*G 

F(r*,/3)cosa 4irF(r* ,/3)cosa 
(7) 

dl+ 

dr* 
+ 

F(r 

= 

*,/3)cosa 

(l-co0)r*n2Ib 

F(r*,(3)cosa 
+ 

O)0 

4irF(r* 

r*G 

,(3)COSQ: 
(8) 

where F( r*, /3) = [r* 2 sin2 /3]Vl. 

By solving equations (7) and (8) and using the following 
conditions a t / • * = / ? * / , - =I~(R*) = I2~, at r*=r0*Il

 + 

= /,+(/•„*) and at r* = R*sin(3I2
 +(R* sin/3) = I2~ (R* sin/3) we 

obtain 

Nomenclature 

C„ = 

I = 
k = 
n = 

N = 

<? = 

r0 

R 
s 
t 

T 

specific heat at constant 
pressure 
incident radiation or 
irradiation 
radiative intensity 
thermal conductivity 
refractive index 
conduction radiation 
parameter 
radiative heat flux 
conductive plus radiative 
heat flux 
radius 
inner radius 
outer radius 
coordinate along the ray 
time 
temperature 
temperature at the outside 
radius 
temperature at the inner 
radius 
coordinate along the 
horizontal projection of 
the ray 
thermal diffusivity and 
angle between a ray and 
the horizontal 
extinction coefficient and 
angle 

7 = 
e = 

e --

8' = 
K = 

V -

P = 
a -

os '-

T = 

* , < / > = 
* = 
CO = 

= local azimutnai angle 
= emissivity 
= outward drawn normal to 

the cylindrical surface 
= polar angle 
= asborption coefficient 
= frequency 
= density 
= scattering coefficient 
= Stefan-Boltzmann con

stant 
= optical distance 
= radiation potential 
= azimuthal angle 
= solid angle 

^i = interpolating function and 

w0 = — = albedo 
0 

Nondimensional Variables 

G 
n 

Qr = 

N = 

" O5./ reference 

Q 

A @s -*• reference 

k/3 

•-tn us I reference 

*,<& 

r* 
r0* 
R* 

t* 

T* 

X* 

T 

Subscripts 

V 

b 
e 
r 

= 
= 
= 

= 
= 

= 
= 
= 
= 

Superscripts 

* 
1,2 

= 
= 

*^P ^ reference 

•KI 

2 TA 
ft ®s •*• reference 

fir 
f3r0 

w 
k$2t 

pCp 

T 

-* reference 

fr 
R*-r0* 

monochromat ic 
black body 
element 
radiative 

dimensionless 
node index 
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/ , (/"*,a,/3) = exp i I (i?*)exp —-— 
L cosa J / L cosa J 

. [(l-Wo)«
24(/")+gG(r')]/-' 

F(r' ,/3)cosa 

exp — \dr'\ 
L cosa J ' 

(9) 

forO < (8 <sin- ' r 0 /7? 

/ 2 - ( r * ) a ^ ) = e x P r ^ ^ ) l ) / - ( f l* )exp[ 
L cosa J / L 

-R*cosl3 

cosa 

•I 

R, [(l-u0)n
2Ib(r')+^G(r>)}r' 

F(r', /3)cosa 

L cosa J ' exp (10) 

for sin - ' rQ/R < j3 < sin~' r/R 

7, + (r*,a,/3) = exp I 7, +(r0*)exp 
L cosa J / L cosa J 

^- r 
. [ ( l - c o 0 ) n 2 / A ( r ' ) + ^ G ( r ' ) ] i ? " 

J r 0 
+ * F(/-',/3)cosa 

F(r',(i)-
exp — \dr'\ 

L cosa J ' 

forO < $ < sin"1r0*/R" 

(11) 

I2
 + (r\a,ff) = exp 

•I 

L cosa J / L 

R, [(l-co0)«
2/6(/-')+^G(/-')]/-' 

-7?*cos(3 

cosa 

#sin/3 

T 

F(r' ,/3)cosa 

r F(/-',/3)-| 
exp «/•' 

L cosa J 

. f(l-u0)«2/6(r')+^G(/-')] '- ' 
* I 47T J 

F(r',/3)cosa 

exp — tfr'f 
L cosa J \ 

(12) 

for s in - 1 r0*/R* < 0 < sm~lr*/R* 
Because of symmetry, equation (1) may be written as 

I
T/2 p TT/2 

(I+ +r)cosadyda 

which in nondimensional form becomes: 

r* 

r • ' Jo Jo F(/-',0) 

596/ Vol. 104, NOVEMBER 1982 

rF(7-*,/?)-/?* cos/31 
exp fliSfla 

L cosa J cosa 
* 

r 
1 . 47?* cT/'2 rsin — r * 

+ — ** \ • 
•W J0 JO J r * 

COS)3 

F(/-*,/3) 

[( l -co0)^4(r ' )+j^ ' )] 

*' exp 
F(r\f3)-F(r',p) 

cosa 
lc?r'c?/3c?o 

- 1 r0 
1 «-/2 C sm ^ COSaCOS/3 47?* r "-/2 fsin ri cosacc 

T*' + ( ' o ) lo lo * TIF-, 13) 

{ 
F(r0*,P)-F(r*,l3) 

exp \apaa 
cosa 

]d(3da 

4R* f */2 . cos/3 / ^ * f 7T/2 f» S1I 

T Jo Jo " F(r',P) 

[{\-o>0)T>\r')+ ^ ,(!•')] 

/•exp 

F(r' , |8) 

F(r',l3)-F{r*,p) 

cosa 
lfi?r'tf/3cfa 

4 D * p 7r/2 (»sin — 

+ $ - ( * ' ) < 
IT JO J . - r0 

cosacosj3 r F(/-*,|3) + 7?*cos/3l 
- - — — - e x p UStfa 
F(r*,fi) L cosa J 

* 
4R* fx/2 (-sin- '^r r-** cos/3 17?* (•*"• r s m ^ tK cos/3 
V Jo J i V J«*sin0 F(/-*,/3) 

#* 
[(1 - a ) 0 ) r V ) + ^ i?(r')j 

exp [ 

F(r' , |8) 

F(r*,$)+F{r',p) 

cosa 
]dr'dfida 

47?* r"-/2 r s m ~f fr cos/3 
+ T J o Jsin-

rl_ J«*sin^ F(r*,|8) 
«* 

[(l-co0)7-4(r')+y7/(/-')j 
/•' 

exp 

F(r',/3) 

F(r',t3)-F(r',f3) 

cosa 
]dr'dpda (13) 

where $[ +(/"o*) a n d 4>~(i?*) are the dimensionless intensities 
at the boundaries. 

From equation (2) the expression for radiative flux directed 
radially outward in nondimensional form is 

4R* CT/2 f s,n F? 
Q r ( r * ) = — r - L ' (*i+('-*,a,|8) 

- </>, ~ (r*,a,P))cos2acos|3o?j3c?a 
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4R* fT/2 fsin '-rv exp + exp [dr'dfida 
(- L cosa J L cosa JJ 

(17) 

- 0 2 (r*,a,IS)}cos2acos0d(lda 

The energy equation 

(14) 

Similarly the other boundary condition can be obtained as 
follows: 

*1+(A-0*) = (1-P2)7"4i„ner + 

pCP-
dT 

~dt 

irr0* 

+ v .(-kvT+d) = Q 

written in nondimensional form becomes 

1 dQr 

- 1 r0 
/• x/2 j> sin p r 

Jo Jo cos acost 

dT* d2T* 1 dT* 
+ . ., + 

3/* 3/-* ar* 4/V dr* AN r* 
(15) exp 

1 

Substituting equation (14) into the above equation we obtain 
the following equation: 

dT* d2T* 1 dT* ( l - « o ) 
+ „ .,, + 

ar dr* /•* 3 r * TV 
[r*V)-^p] 

. cosa 

irr0* 

{F(r0*,(3)~R*cosP}]<l>-(R*)d(3da 
# 

1 rQ 

{ TT/2 p sin — j - p i? 

o Jo * ] r o . « » « c o s 0 

(16) 

Boundary Conditions. Most insulating materials have 
surfaces which appear rough when compared to wavelengths 
in which heat transfer by radiation dominates. As a result we 
can associate an effective diffuse reflectance with the two 
surfaces of our cylindrical geometry. Thus, assuming diffuse 
surfaces of reflectances p, and p2 , the boundary conditions 
(*"( i?*)and*, + (/•„*) can be obtained as follows: 

At the outer radius, R*: 

TVI~ (R*) = (1 - Pi )[Emitted Flux] + p, [Incident Flux] 
or 
7r/-(i?*) = (l-p1)ir«2 /0 , 1 outer 

* 
-1 r0 

[ ( l - a > o ) r * 4 ( r ' ) + j v(r')] 

F(r',(3) 

expT iF(r0*,fi-F{r',fi)\dr'dpda (18) 
L cosa J 

Equations (16) and (13), along with the boundary conditions 
given by equations (17) and (18), are an exact formulation of 
the problem for diffuse boundary surfaces. The Galerkin 
finite element method was used to solve this problem. 

Heat Flux. The total heat flux, q " = - kdT/dr + q, which 
in dimensionless form (at r* = r0 *) is given by 

* 
r=r0- dr* r=r0' 47V 

S -K/1 j> sin — * 

o ] o
 R /1

+(/?*,«,/3)cos2 acosfidfida 
where 

-1 r0 

J TT/2 r> TT/2 

- i 'o* h + (,R*,a,l3)cos2acosl3dl3da 
0 J sin —-

R* 

In nondimensionalized form this becomes: 

4p, rw/2 rsin -p* 
* - ( i ? ' ) = ( l - P l ) r * 4 o u , = r + — „ 

I JO JO 

cos2 acosjSexp [ F{r0 * ,jS) — i?*cos/3 U 
L cosa J 

s i n " 1 ' 0 * <t>nro*)dPda+^y/zr «* \\ 
IT JO J0 J^O 

cosacosf3[(l -a)0)T*4(r ' )+ <jv[r')j 

F(r'tf) ~T 

exp| {Fir',/i)-R* cos/3 ]]dr'dj3da 

L cosa J 
4/o i f*72 r/2 

H \ I _,r0* cos^acos/? 
7T J 0 J sin —w 

T -2/?*cos/3l 
exp ^ U-( i?*)<Wa 

L cosa J 

4p, r n fT •(•** 
+ i 'o * . c o s « cos/3 

1 JO J sin l \ Jfi*sin/3 

[il-u0)T**(r')+'jv(.r')) r,^ r-R*cos(3-\ 
L cosa J 

Fir',Pi 

4R * P v/2 fsir 

Q,o = *' cos2acos/3(0,+(ro*,a,/3) 
•wr0* Jo Jo 

-4n-(ro*,a,P)}dpda 

Finite Element Formulation 

The finite element procedure is to divide the radial domain 
r0* to R* in to a finite number of elements. The unknown 
functions T*ir*) and r)ir*) are approximated over each 
element in the form 

and 

Te(r*)=£,iJHr*)Te 

v(r*)=tlfe{Hr*)r,e 

(0 (20) 

where i/-e
(/) are linear interpolating functions, the subscript 

"e" applies to an element, e, and the superscript, /, denotes 
the node index. Linear interpolating polynomials are chosen 
for this problem since they represent the simplest functions 
which satisfy the conditions for completeness and com-
patability. The expressions for ^e

(1) and i//e
(2) are given as 

^ ( 1 V ) = ^ 
r*Q)-r* 

(2) . * (D 
(21) 

and 

(2)/r*\_ . \M2V) 
r*-/v* ( 1 ) 

r *(2) _ r *(•) 
' p i p 

where re
 (1) represents the location of the first node of element, 

e, and re*
(2) represents the location of the second node of 

element, e. 
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The integral terms integrated with respect to r* and r' are 
represented by a summation of integrals over the individual 
elements in the radial domain r0* to R*. Substitution of the 
assumed form of the unknown functions, i.e., equation (20), 
into the governing equations, multiplication by the in
terpolating functions ¥ e

u ) (r*),j=l, 2, and integrating over 
the individual elements, constitutes the Galerkin formulation. 
More details of this formulation are available in reference [2]. 

Some terms in the governing equations which are integrated 
with respect to r' do not have limits which coincide with the 
nodes of the elements. An example of such terms are those 
whose lower limits are i?*sin(3. 

If R* sin/3 lies within some element, say e, it is easily shown 
that 

r e<2> r™
 2 

Vdr=\ Y]^'HeU)(r)dr (22) 
where the superscripts (1) and (2) are the nodes of element, e, 
and *e

w(r)j ;=1 , 2 are the interpolating functions for 
element, e. 

The assembled equations along with the boundary con
ditions 

and 
at r = r0* 

at r*=R* 

T* = T 
l x in 

T* = T 1 outer 

(23) 
can now be solved for the steady state problem by any suitable 
method. 

Formulation of the Transient Term. The method used to 
evaluate the transient term in equation (16) is the Crank-
Nicolson scheme. 

A computer program was written to solve both the steady-
state and transient problems. Since the equations are 
nonlinear, an iterative procedure was used. A linear solution 
for T* was assumed, and thereby T*4 was evaluated. The 
resulting equations were solved and the new value of T* 
compared with the initial guess. If convergence to within 
0.001 was not obtained for T*, the system of equations was 
solved again updating V, and hence T*A, as the initial guess. 
After 7* converged the results were printed. 

Numerical Approximations to the Integrals 

Before obtaining a solution to the problem given a par
ticular set of parameters, a number of integrals need to be 
evaluated. One method of evaluating integrals consists of 
employing a Gauss quadrature. The Gauss quadrature has 
been used to evaluate all the integrals in the study. Some of 
the integrals have one or more singularities at the limits. The 
integrals themselves exist but the integrands approach infinity 
at one or more limits. While evaluating the integrals it was 
found that they were highly sensitive to any change in the 
quadrature used for the variable /3, but not sensitive to the 
change in quadrature of the other variables, namely r*, r', 
and a. Thus in order to improve the answers, the limits on /3 
were divided into two equal parts and a six point quadrature 
applied over each part. A four point quadrature was used for 
the integrals with respect to r*, r', and a. On comparing 
solutions for the radiative equilibrium case (N= 0) with those 
obtained by the Monte Carlo technique [10] good results were 
obtained for the cases involving black surfaces, i.e., 
et = e2 = 1. But the results for surface emissivities other than 1 
were extremely poor. The difficulty arises in the singularities 
of the integrals. By observing the integrals in the expressions 
for the irradiation ij and the boundary terms <&(R*) and *j + 

(r0*), we recognize that some integrands are singular at the 
limits of /3 or /•' or both. Since the integrals were sensitive to 
the quadrature on /3, they were approximated by the largest 
value of the exponential term in the integrand near the 
singularity in /3. Thus any approximations with respect to 

0.0 0.2 0.4 0.6 0.8 1.0 

R*-r: 
Fig. 2 Radiative equilibrium for T*|nner =1.0, T*oute r = 0.0 f0 */f?* = 0.1 
and optical depth fl* - r0 * = 2 

1 

2 

, - B . - v 
2 

O.l 

V"* 
0 .5 

0 .1 

PRESENT STUDY 

MONTE CARLO (10) 

R-r„* 
Fig. 3 Radiative equilibrium for T* inner = 1-0, T* o u t e r =0.0 and 
M = e 2 = 1 . 0 

singularities in r' were ignored. It should be noted that 
because the Gauss quadrature is used the integrands do not 
approach infinity since the function is never evaluated at the 
limits. Using this procedure, the finite element and Monte 
Carlo compared favorably for all radiative equilibrium cases. 
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0.0 0.2 0.4 0.6 

R*- '.* 

Fig. 4 Effect of the parameter N on temperature distribution for 
ui0=0.5,t1 =c 2 =1 .0 ,T ' i n n e r = 1.0,r*OIJ,6r=0.1,ro* = 1.0anclR*=2.0 

R-r „ 

Fig. 5 Effect of scattering on temperature distribution for c1 = t2 = 0.5, 
N = 0.03, 7* i n n e r = 1.0, T*o u t e r=0.1,r 0* = 1.0andfi' = 2.0 

Results 

PRESENT STUDY 

CHANG I I 

R*-r* 

Fig. 6 Steady-state temperature profiles for N = 0.03, u 0 = 0 r 0 * = 1.0, 
fl* = 2.0, r*,nner =1.0, and T'o u t e r = 0.1 

R*-r* 
Fig. 7 Effect of surface emmisivity on temperature distribution for 
N = 0.01, u0 = 0, T'jnner = 1-0, T'outer = 0.1, r0 * = 1-0 and "* = 2.0 

Known exact solutions for the problem of combined equilibrium. Pure conduction is a trivial problem, and the 
conduction and radiation in the cylindrical geometry exist results can be readily verified by consideration of the cases 
only for the extreme cases, i.e., conduction only or radiative where co0 = 1. 
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0.4 

0.0 

PRESENT STUDY 

CHANG (4) 

STEADY 
STATE 

IT* 
R-r„ Fig. 8 Transient temperature profiles for combined conduction and 

radiation w 0 =0 , N = 0.03, e1 =i2 =0.5 f0* = 1.0, F» = 2.0, T*inner =1.0, 
'"'outer =0-1, and T* ir,it|a| =0.0 

Fig. 9 Effect of scattering on transient temperature distribution for 
N = 0.01, C1 = c2 =0.5, r0* = 1.0, fl* = 2.0, 7-|nner =1.0, T*outer =0.1, and 
T* initial = ° - 1 

Table 1 Heat-transfer rates for surface emlssivities of 0.1 

/•„ = 1.0 

0 
0.5 
1.0 

0 
0.5 
1.0 

0 
0.5 
1.0 

,R* = 2.0 1 inner = 1.0 

dV 

dr* r"=ro' 

N=0.5 
-1.388 
-1.348 
-1.298 

N=0.l 
-1.731 
-1.541 
-1.298 

N=0.5 
-2.118 
-1.769 
-1.298 

^outer * - 0.1 

Qr 

r'=r0' 

0.076 
0.079 
0.062 

0.076 
0.079 
0.062 

0.076 
0.079 
0.062 

e, =e 2 =0 .1 

* 

1.426 
1.387 
1.329 

1.921 
1.738 
1.454 

2.500 
2.164 
1.608 

Table 2 Heat-transfer rates for surface etnissivities of 0.5 

, = 1.0 

co0 

0.0 
0.5 
1.0 

0.0 
0.5 
1.0 

0.0 
0.5 
1.0 

7^0 

dV/dr* 

-1.333 
-1.307 
-1.298 

- 1.499 
-1.363 
-1.298 

-1.728 
-1.464 
-1.298 

= 0.1 

r = r0 

ei = e 2 = 0 . 5 

N=0.5 

N=0A 

N=0.05 

r0* = 1.0 

Qr 

r=r0* 

0.379 
0.383 
0.340 

0.372 
0.378 
0.340 

0.368 
0.373 
0.340 

«* = 2.0 

1.523 
1.498 
1.468 

2.430 
2.308 
2.148 

3.566 
3.330 
2.998 

600/Vol. 104, NOVEMBER 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Heat-transfer rates for surface emissivities of 1.0 

•* inner — 1 -U i outer — 0 . 1 

dV/dr* 
u 0 

0 
0.5 
1.0 

0 
0.5 
1.0 

0 
0.5 
1.0 

\r=r0 

-1.274 
-1.270 
-1.298 

-1.273 
-1.212 
-1.298 

-1.366 
-1.218 
-1.298 

Radiative equilibrium solutions were compared with those 
obtained by the Monte Carlo technique [10]. Figure 2 shows 
results obtained by the finite element and Monte Carlo 
methods for various surface emissivities. In Fig. 3 the two 
methods were compared for black surfaces and different 
radius ratios and optical depths. The radial domain was 
divided into twenty equal elements. The results compare well 
with those obtained by the Monte Carlo technique. 

Combined conduction and radiation solutions were 
compared with those obtained by Chang [4]. Although 
Chang's solution is based on an Eddington's first ap
proximation model of radiation heat transfer, it is one of the 
few known solutions that exists for this problem even though 
scattering is omitted. The steady-state results are compared in 
Fig. 6, while the transient case is compared in Fig. 8. The 
radial domain was divided into nineteen elements of which 
twelve closest to the inner cylinder were of length 0.025, and 
the remaining seven were of length 0.10. 

Figure 4 shows the effect of the conduction radiation 
parameter, N, on the temperature distribution. N equal to 
infinity heat transfer by conduction only, and thus we expect 
a log curve. N= 0 implies heat transfer by radiation only, and 
we would expect temperature slip at the boundary. 

Figure 4 shows the effect of scattering on the temperature 
distribution. For a>0 = 1, the medium does not absorb but only 
scatters radiation, and this we would expect a log curve. For 
other values of co0 the medium absorbs incident radiation. 

Figure 7 shows the effect of surface emissivity on the 
temperature distribution. It is seen that the initial slope of the 
temperature increases with decrease in emissivity. 

Figure 9 shows the effect of scattering on the transient 
temperature distribution. Nineteen elements were used of 
sizes 0.025 and 0.1, and the time step was selected to avoid 
any temperature fluctations at early times. On the average the 
time required to achieve steady state is t* = 1.0. 

Table 1, 2, and 3 present results for the conductive, 
radiative, and total heat flux at the inner cylinder. It is seen 
that descreasing N increases the conductive and total heat 
flux. Decreasing the surface emissivities reduces the radiative 
heat flux. The conductive fluxes obtained in these tables are 
solved as part of the system of equations rather than being 
calculated after the temperatures profiles are obtained. 

Conclusions 

This study, has solved the problem of combined conduction 
and radiation in an absorbing, emitting, and scattering 
medium of cylindrical geometry bounded by grey surfaces at 
known temperatures. Solutions compare well with known 
exact solutions of limiting cases, i.e., pure conduction and 
radiative equilibrium. The authors believe that the finite-

6 , = e 2 = 1.0 r0* = 1.0 R*=2.0 

Qr 

r=r0 

0.773 
0.765 
0.702 

0.748 
0.751 
0.702 

0.731 
0.738 
0.702 

1.660 
1.653 
1.649 

3.144 
3.088 
3.053 

5.019 
4.907 
4.808 

element technique is well suited for the problem because of the 
ease with which integrals with variable limits can be handled 
and the accuracy with which the conductive flux can be 
evaluated for the steady-state case. Another advantage lies in 
the fact that the elements do not have to be of equal length 
and the programming was such that very few changes needed 
to be made to change the length of each element or to increase 
the number of elements. Nineteen or twenty elements were 
found to be sufficient for reasonable accuracy. 
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Evaluation of Coefficients for the 
Weighted Sum of Gray Gases 
Model . 
The weighted sum of gray gases model postulates that total emissivity and ab
sorptivity may be represented by the sum of a gray gas emissivity weighted with a 
temperature dependent factor. The gray gas emissivity is expressed in terms of a 
temperature-independent absorption coefficient, absorbing gas partial pressure, 
and path length. The weighting factors are given by polynomials in gas temperature 
with associated polynomial coefficients. For absorptivity, a second polynomial for 
the irradiation temperature is introduced. A regression scheme is employed to fit the 
model to total emissivity and absorptivity values obtained from the exponential 
wide-band model. Absorption and polynomial coefficients are reported for carbon 
dioxide, water vapor, and mixtures of these gases. The model with these coefficients 
more accurately represents the total properties over a wider range of temperatures 
and partial pressure-path length products than previously available coefficients. 

Introduction 
Evaluation of radiant exchange within a gas as well as 

between a gas and surrounding surfaces may be accomplished 
by the zone method [1]. The zone method is attractive since 
the computational effort associated with the spectral and 
spatial integrations common to radiant exchange analyses is 
minimized by introduction of the weighted sum of gray gases 
model for the radiative properties of total emissivity and 
absorptivity. This model represents these properties by a 
summation of a number of terms, each given by the 
multiplication of a weighting factor and a gray emissivity. 
The weighting factors are expressed in terms of polynomials 
in temperature with associated coefficients. Gray gas 
emissivities are expressed in terms of a temperature in
dependent gray gas absorption coefficient and the product of 
the partial pressure of the absorbing gas and path length. 
Total emissivity and absorptivity may then be evaluated once 
absorption and polynomial coefficients are available. 

In several energy systems, radiant exchange in gases 
resulting from combustion of a hydrocarbon fuel is to be 
evaluated. The systems generally exist at a total pressure of 
one atmosphere and exhibit temperatures ranging from about 
600 to 2400 K. The gases contain carbon dioxide and water 
vapor where the radiant participation by these gases depends 
on several parameters of which gas and irradiation tem
peratures, total and absorbing gas partial pressures, and path 
lengths are the most important. Partial pressures of carbon 
dioxide and water vapor are near 0.1 atm for stoichiometric 
combustion of oil and 0.1 and 0.2 atm, respectively, for 
stoichiometric combustion of methane [2]. The path length 
range is approximately 0.1 to 10 m as characteristic of 
combustion chambers and boilers. The partial pressure-path 
length products, therefore, acquires values from 0.01 to 10 
atm-m. Values for absorption and polynomial coefficients 
must be available for these cited parameteric ranges as well as 
for carbon dioxide, water vapor, and mixtures of these gases. 

Absorption and polynomial coefficients are available from 
several sources [3-9]. Coefficients reported in [3-7] are ap
plicable for Pw/Pc = 1. In addition, coefficients were also 
presented in [4-6] for Pw/Pc = 2. For these coefficients, Pc 
= 0.1 atm and P r = 1 atm. Linear and third-order 
polynomials were utilized in [4-6] and [3, 7], respectively. 

Contributed by the Heat Transfer Division and presented at the 20th 
ASME/AIChE National Heat Transfer Conference, Milwaukee, Wisconsin, 
August 2-5, 1981. Manuscript received by the Heat Transfer Division, October 
1,1981. Paper No. 81-HT-55. 

Two gray gas components were found adequate in [4, 6] 
whereas three components were employed in [3, 5-7]. A 
second order polynomial and six gray gas components were 
utilized for carbon dioxide in [8]. Four gray gases were em
ployed in [9] for water vapor. Incorporation of four or more 
gray gases in the zone method may result in significant 
computational effort. Since the temperature and partial 
pressure-path length product ranges varied over which the 
coefficients are applicable, it is not meaningful to compare 
the magnitudes of the absorption and polynomial coef
ficients, the order of polynomials, as well as the number of 
gray gas components and emissivities. There exists, therefore, 
a lack of well-defined and representative coefficients for 
employment in the weighted sum of gray gases model. This 
deficiency is partially attributed to the absence of 
representative total emissivity and absorptivity values. 

The objective of this investigation is to develop a set of 
absorption and polynomial coefficients for the weighted sum 
of gray gases model. Emphasis is placed on acquiring coef
ficients for carbon dioxide and water vapor, as well as 
mixtures of these gases for a wide range of partial pressure-
path length products and temperatures. This investigation 
also examines the number of gray gas components and 
polynomial orders required to represent the total emissivity 
and absorptivity values, taking into account the intended 
application of evaluation of radiant exchange. In order to 
develop these coefficients, total emissivities and absorptivity 
values must be available. Radiative gas property models 
capable of yielding total emissivity and absorptivity values are 
examined first. From this discussion, a model is selected to 
provide the total properties. Following this, the weighted sum 
of gray gases model and procedure for computing the 
coefficients are briefly described. This discussion is then 
succeeded by that for the results of this investigation. 

Radiative Gas Property Models 

Radiative gas property models which yield total emissivities 
and absorptivities may be conveniently classified into four 
general categories associated with narrow-band models [10], 
exponential wide-band models [11, 12], weighted sum of gray 
gases models [3-9], and charts and correlations [1, 2, 10, 11, 
13-17]. It should be noted that some methods may rely on 
results of other models. Comparisons of total emissivities and 
absorptivities evaluated from the various models are available 
in [8, 9, 14, 15, 17, 18]. A total emissivity chart prepared by 
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Fig. 1 Emissivities for carbon dioxide and water vapor mixture 

De Ris [19] compares emissivities [1, 5, 13, 17] for P„/Pc = 
1, Pc = 0.1 atm, andP r = 1 atm. Emissivities from [1, 5, 17] 
are similar at high temperatures. The Leckner [13] and Hottel 
[1] results are lower at the low and high temperatures, 
respectively. Other comparisons [18] of models for carbon 
dioxide [1, 11, 13, 15, 17] and water vapor [1, 10-14, 17] 
reveal significant differences, particularly for water vapor at 
high temperatures. Representative comparisons of the models 
for a carbon dioxide and water vapor mixture are illustrated 
in Fig. 1 for total emissivity at PT = 1 atm and Pw/Pc = 1 
with Pc - 0.1 atm. Results are subdivided into two general 
categories related to total emissivities based on spectral 
models which include narrow and wide-band models [5, 6, 11, 
12] and charts [2-4, 7] which yield total emissivities. 
Emissivities from the Hadvig charts [2] are denoted by data 
symbols to imply that they are based on total emissivity 
measurements. At each partial pressure-path length product, 
two curves related to two and three gray gas components for 
the Truelove results [6] are illustrated. Other comparisons 
revealed that results from the Leckner [13] and Modak [17] 

correlations are similar to those from the Edwards-Modak 
model [11, 12]. 

Emissivity results from the total models are in general 
agreement with each other and with the Hadvig results. The 
latter finding is expected since these emissivities have a 
common source, namely, the Hottel charts. The spectral 
models yield higher emissivities than the total models, par
ticularly at the higher temperatures. This has also been ob
served by Taylor and Foster [5]. The models attributed to 
Taylor and Foster [5] as well as Truelove [6] exhibit similar 
trends with the Truelove two gray term approximation in 
closer agreement with the Taylor and Foster model which 
employs three gray terms. Results from these models, par
ticularly at the lower partial pressure-path length products, 
differ considerably from those of the Edwards-Modak model. 
Based on these comparisons, the exponential wide-band 
model with correlation parameters from [11, 12] was selected 
to provide total emissivities and absorptivities for utilization 
in this study. It should be noted, however, that considerable 
differences, particularly at low partial pressure-path length 
products and high temperatures, exist between the models. 
Additional studies are needed to rectify these differences and 
to provide measurements for the total properties. 

Weighted Sum of Gray Gases Model 

Total emissivity for the weighted sum of gray gases model is 
evaluated from the following expression 

«=IX,m[i-e-*'PS] (1) 

where aeJ denote the emissivity weighting factors for the z'-th 
gray gas as based on gas temperature, T. The bracketed 
quantity in equation (1) is the z'-th gray gas emissivity with 
absorption coefficient, kn and partial pressure-path length 
product, PS. For a gas mixture, P is the sum of the partial 
pressures of the absorbing gases. The weighting factor, aej, 
may be physically interpreted as the fractional amount of 
black body energy in the spectral regions where gray gas of 
absorption coefficient, /c,, exists. The absorption coefficient 
for i = 0 is assigned a value of zero to account for windows in 
the spectrum between spectral regions of high absorption. 
Since total emissivity is an increasing function of the partial 
pressure-path length product approaching unity in the limit, 
the weighting factors must sum to unity and, also, must be 
positive values. The weighting factor for i = 0 is evaluated 
from 

' = ! - EQe,/ (2) 

Thus, only / values of the weighting factors need to be 
determined. A convenient representation of the temperature 
dependency of the weighting factors is a polynomial of order 
J-\ given as follows 

Nomenclature 

weighting factors 
bt = emissivity polynomial co

efficients 
ca = absorptivity polynomial co

efficients 
kj = absorption coefficients, 

(atm-m)"' 
/ = number of gray gas com

ponents 
/ = number of temperature 

polynomial coefficients 

K --

L = 

M = 

P = 
Pc = 

PT --

= number of irradiation 
polynomial coefficients 

= number of partial pressure-
path length products 

= number of temperature 
values 

= pressure, atm 
= partial pressure of carbon 

dioxide, atm 
= total pressure, atm 

Pw = partial pressure of water 
vapor, atm 

S = path length, m 
T = gas temperature, K 

Ts = irradiation temperature, K 
x = variable 
a = total absorptivity 
e = total emissivity 
a = root-mean-square error 
4> = objective function 
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J 

««./=S*../.y7''-1 (3) 
y'=i 

where b£i ,-, y are referred to as the emissivity gas temperature 
polynomial coefficients. The absorption and polynomial 
coefficients are evaluated by fitting equation (1) to a table of 
total emissivities. For / gray gases and / - 1 polynomial order, 
there are 7(1 + J) coefficients to be evaluated. 

For total absorptivity, the irradiation temperature of 
surfaces surrounding the gas is also introduced. Hence, the 
absorptivity is 

«=E«a.y(7'.7',)[l-e-*H (4) 
1 = 0 L J 

where the absorptivity weighting factors, aa<l, are also a 
function of the surface irradiation temperature, Ts. The 
weighting factors must all sum to unity and must all be 
positive. The weighting factor for i = 0 is given as 

«a.o = l - £ a « , / (5) 
/ = i 

The dependency of the weighting factors on gas and 
irradiation temperatures is expressed by polynomials of 
orders J- 1 and AT- 1, respectively, as follows 

««,/=£[!>*,/,,,*?H 7*"' (6) 

where ca- itJi k are the absorptivity polynomial coefficients. In 
order to reduce the computational effort associated with the 
zone method, the absorption coefficients for total emissivity 
and absorptivity are taken to be identical. However, the 
polynomial orders may differ for the two properties. The 
number of coefficients to be evaluated for total absorptivity is 
then equal to I*J*K. 

Procedure 

Evaluation of the absorption and polynomial coefficients 
requires a procedure which fits the model expressions to 
tabulated values of total emissivity and absorptivity. For 
future references, the tabulated values are referred to as data. 
Since the model expressions are nonlinear and there are 
generally more data values then coefficients to be determined, 
a curve fitting procedure based on minimization of the error 
between the model and data values is desired. Furthermore, 
the procedure should be available on a digital computer in 
order to reduce the effort required to generate the coefficients 
and to remove any subjective biasing. These requirements 
dictate the utilization of some form of a regression analysis. 

The procedure employed in this study is the Fletcher-Powell 
technique [20] for multivariate unconstrained nonlinear 
problems. The basic idea behind this technique is to minimize 
the function 

4>(xux2,. . . ,x„) 
where <j> is called the objective function with variables x„. For 
the problem of interest, the objective function is defined as 

1=1 m=l N ed,l, m ' 

where indices / and m represent the partial pressure-path 
length product and temperature values, respectively, for 
which emissivity data values erf/„, are available. e/m 
corresponds to the emissivity evaluated from the model given 
by equation (1). A relative error is employed in equation (7) 
since the emissivities vary over several orders of magnitude 
for the desired ranges of partial pressure-path length products 

and temperatures. The objective of the minimization 
procedure is then to obtain a near zero value for the objective 
function. The variables are assigned the desired coefficients as 
follows 

Xj = kj\ xI+j+(j-\)j = btij (8) 

for 1 < i < /and 1 < y < /which yields I(J+ 1) variables. A 
more representative indication of the agreement between the 
model and data is furnished by the root-mean-square (rms) 
error defined as 

°=[lM+\ (9) 

It was found that the minimization code was faster when the 
function was defined by equation (7) than by equation (9). 
The derivatives of the objective function are also required in 
order to reduce the computational effort and are expressed as 

^ _ _ , r < y / Erf, /, m ~ el, m \ de/, m , . ,y. 

dxi /=1 m=l ^ td,l,m ' dxi 

In terms of the model, the emissivity derivatives can be 
evaluated utilizing equations (1) and (3). 

A computer code [20] was modified [21] to accept the 
expressions for the present objective function and its 
derivatives. Similar expressions were utilized for total ab
sorptivity. However, the absorption coefficients in the ab
sorptivity expression were assigned those for the emissivity. 
Thus, subscript; on x, acquires values greater than /. 

Results and Discussions 

Data values for total emissivity and absorptivity of carbon 
dioxide, water vapor, and mixtures of these gases were 
generated from the exponential wide-band model for a total 
pressure of 1 atm and gas temperatures from 600-2400 K with 
a temperature interval of 50 K. In all cases, the partial 
pressure-path length product was assigned the sequence of 
values of 1, 1.4, 2, 3, 4, 5, 6, 7, 8, and 9 over the range of 
0.001 to 10.0 atm-m. For carbon dioxide, data values 
corresponded to the case when the partial pressure of carbon 
dioxide vanished. Comparisons [22] illustrated that the partial 
pressure has a negligible influence on emissivity and ab
sorptivity of carbon dioxide for the considered total and 
partial pressures. However, for water vapor, emissivity and 
absorptivity illustrated a dependency on partial pressure, and 
data values were computed for P„ — 0, = 0.2, 0.5, and 1.0 
atm. For mixtures of carbon dioxide and water vapor with the 
remaining gas taken to be nitrogen, data values corresponded 
to P„/Pc = 1 and 2 with Pc =0.1 atm for both ratios. The 
partial pressure for these mixtures is the sum of that for 
carbon dioxide and water vapor. Data values for absorptivity 
were evaluated for irradiation temperatures of 600, 1050, 
1500, 1950, and 2400 K. 

Plots of emissivity and absorptivity versus gas temperature 
with parameter of partial pressure-path length product and 
versus partial pressure-path length product with parameter of 
gas temperature were prepared to assist in identifying the 
functional form of the data. For absorptivity, these plots were 
prepared for each irradiation temperature. Since each data set 
contained 1517 data values corresponding to 37 gas tem
perature and 41 partial pressure-path length product values, 
significant computational effort would be realized in the 
Fletcher-Powell technique if all data values were employed to 
generate the coefficients. Thus, some preliminary tests 
particularly with carbon dioxide emissivity were performed to 
determine the sensitivity of the curve fitting scheme to the 
number of data points and their intervals, number of gray gas 
components, and polynomial order. To perform these tests, it 
was necessary to develop a sorting routine to extract a subset 
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of values from the set. The extensiveness of these tests 
precludes presentation of all results and only a summary of 
the findings is reported with more detailed discussion and 
results available elsewhere [21]. 

In order to perform these tests, the number of gray gas 
components (7) and gas temperature polynomial coefficients 
(/) were initially taken as 3 and 4, respectively. The effects of 
these parameters on the accuracy of the model are examined 
later. From these tests, it was found that a gas temperature 
interval of 200 K yielding M = 10 temperature values could be 
utilized without loss of accuracy. The influence of the number 
of partial pressure-path length products was examined by 
considering the PCS sequences of 1, 1, and 3, as well as 1, 3, 
and 6 between 0.001 and 10.0 atm-m yielding L = 5,9, and 
13, respectively, in equation (7). The respective subset and set 
rms errors .are 0.042 and 0.080, 0.064, and 0.054, as well as 
0.061 and 0.052. An rms error of 0.05 implies an average 
agreement between the model results and data of 5 percent. 
The ability of the coefficients to predict emissivities at the 
intermediate PCS values is indicated by the set rms errors. It 
was concluded that the coefficients obtained for L = 9 yielded 
reasonable agreement with the data and computational effort. 
Thus,L = 9 was utilized in the remaining computations. 

In conjunction with these tests, the influence of 7 and J on 
the curve fitting procedure and errors was also explored. Of 
course, larger values of 7 and J would be expected to yield 
better correlation between the model and data. Cognizance in 
selecting these values, however, must be made of the intended 
application to examine radiative transfer with the zone 
method where significant computational effort would result 
for the larger values of 7 and J. Of the two parameters, / 
would have a greater effect on the computational effort since 
this parameter dictates the number of direct exchange areas to 
be evaluated. To examine the influence of 7, results were 
acquired for I = 2 and 3 with J = 5 and L = 5 for both cases 
where set rms errors were 0.149 and 0.0754, respectively. 
Thus, in view of the larger error for 7 = 2 , this case did not 
receive additional consideration. To further explore the in
fluence of 7, coefficients were generated for I = 4 and 7 = 4 
with L = 9 where subset and set rms errors of 0.043 and 
0.039, respectively, are lower than those cited for 7 = 3 and J 
= 4. Comparisons of model results for 7 = 3 and 4 with data 
values for carbon dioxide are illustrated in Fig. 2, where 
emissivities are displayed as a function of PCS with T = 1000, 

1.000 
P—r 

o.ioo 

o 
h-

0.001 

"i r "i i—i—r "i i—i—r 

PCS, a t m - m 

J I I L 
0 1000 2 0 0 0 3 0 0 0 

GAS TEMPERATURE, K 

Fig. 3 Influence of polynomial order for carbon dioxide 

1500, 2000, and 2400 K. It is observed that the lower errors 
for 7 = 4 are attributed to a better fit at low values of PCS. It 
should be noted that data values for PCS values below 0.001 
atm-m are adequately described by the model results. In view 
of the intended usage of these results, 7 = 3 was selected for 
further computations. 

Selection of the value for J was aided by examination of the 
temperature behavior of emissivities for carbon dioxide 
displayed in Fig. 3 where model results correspond to 7 = 3 
and L = 9 with J = 3,4, and 5. The corresponding subset and 
set rms errors for / = 3 and 5 are 0.086 and 0.073, as well as 
0.053 and 0.049 with errors for J = 4 cited previously. Thus, 
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Table 1 Coefficients for emissivity 
/ 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

k, 

0.3966 
15.64 
394.3 

0.4098 
6.325 
120.5 

0.4496 
7.113 
119.7 

0.4303 
7.055 
178.1 

0.4201 
6.516 
131.9 

b,,u'10l 

0.4334 
-0.4814 

0.5492 

5.977 
0.5677 
1.800 

6.324 
-0.2016 

3.500 

5.150 
0.7749 
1.907 

6.508 
-0.2504 

2.718 

*M,2*104 ^ , , - , 3 * 1 0 7 

Carbon dioxide, Pc — 0 atm 

2.620 -1.560 
2.822 -1.794 
0.1087 -0.3500 

Water vapor, P„ — 0 atm 

-5.119 3.042 
3.333 -1.967 

-2.334 1.008 

Water vapor, P„ = 1.0 atm 

-8.358 6.135 
7.145 -5.212 

-5.040 2.425 

Mixture, Pw/Pc = 1 

-2.303 0.9779 
3.399 -2.297 

-1.824 0.5608 

Mixture, Pw/Pc = 2 

-5.551 3.029 
6.112 -3.882 

-3.118 1.221 

*E,,',4*10" 

2.565 
3.274 
0.9123 

-5.564 
2.718 

-1.454 

-13.03 
9.868 

-3.888 

-1.494 
3.770 

-0.5122 

-5.353 
6.528 

-1.612 

Pr = 1 atm, 0.001 < PS < 10.0 atm-m, 600 < T < 2400K 

>-

o 

10.0 
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PT - 1 a im N \ ^ \ 
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1.0 
1 = 3, J = 4 , L = 9 
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Fig. 4 Emissivity for water vapor 

as /increases, the agreement between the model and data also 
increases. From these findings, J = 4 was chosen with some 
accuracy being sacrificed at the lower values of PCS and T. 

A final consideration of these tests concerns the number of 
decimal digits which must be reported to produce similar 
results. All calculations were performed utilizing fourteen 
decimal digits of accuracy. Upon completion of these 
calculations, the coefficient values were rounded to three and 
four decimal digits, and rms errors recomputed. It was found 
that the original results could be reproduced with four 
decimal digits. Thus, this is the accuracy employed to report 
the coefficients. 

The absorption and polynomial coefficients for carbon 
dioxide are presented in Table 1 for I = 3 and 7 = 4. The 

1.000 
F~i—r 

o 
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PT = l a t m 
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DATA'-
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O lOOO ZOOO 3000 
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Fig. 5 Emissivity for mixture 

absorption coefficients are seen to be of the order of 0.1, 10, 
and 100 (atm-m) ~'. This may be interpreted as a- real gas 
being represented by three gray gases corresponding to op
tically thin, intermediate optical thickness, and optically 
thick, respectively. 

The tests for water vapor were not as extensive as those for 
carbon dioxide, since water vapor emissivity does not exhibit 
a similar behavior as that for carbon dioxide at low values of 
PS and T. From these tests, it was found that values of / = 3, 
J - A, and L = 9 produced results in agreement with the data 
values. This agreement is illustrated in Fig. 4 for Pw —• 0 and 
= 1.0 atm. For clarity purposes, results forP^S = 3.0 atm-m 
are not shown. The respective subset and set rms errors are 
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Table 2 Coefficients and errors for absorptivity of mixtures 

i 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

1 
2 
3 

J 
1 
1 
1 

2 
2 
2 

3 
3 
3 

4 
4 
4 

1 
1 
1 

2 
2 
2 

3 
3 
3 

4 
4 
4 

1 

0.55657 E-00 
0.16676 E-01 
0.28689 E-01 

0.32964 E-03 
0.50910 E-03 
0.24221 E-03 

-0.53441 E-06 
0.37620 E-07 

-0.19492 E-06 

0.12381 E-09 
-0.32510 E-10 

0.41721 E-10 

0.59324 E-00 
-0.35664 E-01 

0.12951 E-00 

0.35739 E-03 
0.51605 E-03 
0.15210 E-03 

-0.71313 E-06 
0.12245 E-06 

-0.13165 E-06 

0.17806 E-09 
-0.57563 E-10 

0.26872 E-10 

ca,i,j,k 

p w / p c = l 

2 

-0.62824 E-03 
0.15769 E-03 
0.20697 E-03 

0.27744 E-06 
-0.76773 E-06 
-0.55686 E-06 

0.33753 E-09 
0.18729 E-09 
0.36102 E-09 

-0.90223 E-13 
-0.26171 E-13 
-0.73000 E-13 

Pw/Pc = 2 

-0.61741 E-03 
0.21502 E-03 
0.54520 E-04 

0.22122 E-06 
-0.70037 E-06 
-0.37750 E-06 

0.46181 E-09 
0.99434 E-10 
0.20719 E-09 

-0.11654 E-12 
-0.10109 E-13 
-0.34803 E-13 

Subset Set 

P„/Pc <J*102 <r*102 

1 5.124 4.621 
2 4.415 3.909 

3 

0.31876 E-06 
-0.10937 E-06 
-0.17473 E-06 

-0.26105 E-09 
0.40784 E-09 
0.34884 E-09 

-0.10348 E-12 
-0.15889 E-12 
-0.21480 E-12 

0.38675 E-16 
0.29848 E-16 
0.43100 E-16 

0.29248 E-06 
-0.13648 E-06 
-0.80049 E-07 

-0.26380 E-09 
0.38680 E-09 
0.21019 E-09 

-0.70858 E-13 
-0.15598 E-12 
-0.96720 E-13 

0.19939 E-16 
0.35273 E-16 
0.14336 E-16 

4 

-0.52922 E-10 
0.19588 E-10 
0.37238 E-10 

0.37807 E-13 
-0.69622 E-13 
-0.67887 E-13 

0.26027 E-16 
0.30781 E-16 
0.41305 E-16 

- 0.99306 E-20 
-0.58387 E-20 
-0.83182 E-20 

-0.45823 E-10 
0.24284 E-10 
0.17813 E-10 

0.45951 E-13 
-0.70429 E-13 
-0.36011 E-13 

0.38038 E-I7 
0.37664 E-16 
0.14807 E-16 

-0.13486 E-20 
-0.89872 E-20 
-0.19754 E-20 

PT= latm,Pc = 0.1 atm, 0.001 < {Pc+P„)s < 10.0 atm-m, 600 <T,TS < 2400 K 

0.040 and 0.035, as well as 0.043 and 0.040. Similar errors 
were obtained for the other values of P„. Values for the 
absorption and polynomial coefficients are reported in Table 
1 for Pw —• 0 and = 1.0 atm. The agreement between the data 
values and model results at intermediate PWS values is similar 
to that shown in Fig. 2, and the model results may be extended 
to PWS values of 0.0001 atm-m without loss of accuracy. 

In view of the similarity of results for Pw/Pc = 1 and 2, 
comparisons between data values and model predictions are 
presented in Fig. 5 only for Pw/Pc = 1 with 7 = 3 and 7 = 4 . 
The subset and set rms errors for Pw/Pc = 1 and 2 are 0.048 
and 0.044 as well as 0.041 and 0.037, respectively. Values for 
the absorption and polynomial coefficients are reported in 
Table 1. In general, the absorption coefficients presented by 
other investigators [3-7] are of similar magnitude. 

Comparisons and results reported for total emissivity 
established that three gray gas components and a third-order 
gas temperature polynomial yielded model results which 
adequately represented the data values. These findings were 
also utilized to compare total absorptivity values from the 
model. As previously noted, the absorption coefficients for 
absorptivity were assigned those for emissivity. The number 
of partial pressure-path length and gas temperature values 
employed to generate the absorption and gas temperature 
polynomial coefficients for absorptivity were the same as 
those for emissivity. It was found that five decimal digits for 
the irradiation polynomial coefficients must be furnished in 
order to reproduce an accuracy of four decimal digits for the 
model results. The additional number of digits for ab-
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Fig. 6 Absorptivity for mixture 
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sorptivity in comparison with the four digits for emissivity is 
attributed to the errors introduced by the irradiation tem
perature polynomial. 

In view of the amount of results, only representative 
comparisons are presented. Model results and data values for 
total absorptivity of a mixture of carbon dioxide and water 
vapor with Pw/Pc = 1 are displayed in Fig. 6. Results for (jPc 
+ PW)S = 0.001, 0.01, 0.1, and 1.0 atm-m are only shown 
since, for each (Pc + PW)S value, the influence of the 
irradiation temperature is illustrated for Ts = 600, 1050, and 
1500 K. Absorptivity data values are not strongly dependent 
on gas temperatures particularly for (Pc + P„)S values 
between 0.01 and 0.03 atm-m where they are nearly in
dependent of gas temperatures. Based on these findings, 
Hottel and Sarofim [3] selected a mean gas temperature 
thereby discarding the gas temperature polynomial in the 
model expression and reported only polynomial coefficients 
to describe the effect of the irradiation temperature. This was 
not undertaken in this study since a wider gas temperature 
range is of interest. In view of the ranges of the parameters for 
which the model results are applicable, the agreement between 
the model and data is acceptable. The irradiation temperature 
polynomial coefficients ca ,• Jt k along with the subset and set 
errors are furnished in Table 2 for P„/Pc = 1 and 2. The 
absorption coefficients have been provided in Table 1. The 
signs and orders of magnitudes for the coefficients are similar 
for the two values of Pw/Pc. The model results may be ex
tended down to (Pc + PW)S = 0.0001 atm-m. 

Conclusions 

Coefficients for the weighted sum of gray gases model were 
evaluated for total emissivity and absorptivity for carbon 
dioxide, water vapor, and mixtures of these gases. The 
coefficients are applicable for gas and irradiation tempertures 
within the range of 600 to 2400 K arid partial pressure-path 
length products from 0.001 to 10.0 atm-m. A regression 
technique which minimizes the error between the model 
results and data values of total emissivity and absorptivity 
was utilized to compute the coefficients. Numerical ex
periments demonstrated that three gray gas components in 
conjunction with third-order temperature polynomial yielded 
models results which adequately predicted the property 
values. However, particularly at low values of temperatures 
and partial pressure-path length products, differences be
tween the model results and data values occurred. 
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Combined Radiation-Convection in 
Gray Fluids Enclosed in Vertical 
Cavities 
The interaction of thermal radiation with natural convection in a gray fluid con
tained inside a cavity is numerically examined. The radiation part of the problem is 
treated by using the two-dimensional P-l approximation. The effect of radiation on 
the conduction, transition, and boundary layer regimes is investigated. The results 
show that radiation decreases the intensity of the flow at low Rayleigh numbers 
and, in contrast, leads to an increased flow in convection regimes. The influence of 
the radiative parameters on the flow and heat transfer is discussed. 

Introduction 

During the past few decades, numerous investigations have 
been made of natural convection in enclosures. Most of these 
studies have considered convection to be the only mode of 
heat transfer in fluids confined between two isothermal 
plates. The extension of the problem to include the effects of 
wall conduction and radiative transfer between the walls has 
recently been considered [1, 2, 3]. The effect of the radiative 
properties of the fluid-i.e., absorption, emission and 
scattering - has been of interest in several papers. For an 
extensive list of references of natural convection in horizontal 
semitransparent fluid layer, the reader is referred to the recent 
article by Hassab and Ozisik [4]. These references are devoted 
to the study of the stability of fluids contained in slots having 
very large aspect ratios and are restricted to the conduction 
regime. The interaction of radiation and convection in the 
boundary layer regime of a vertical cavity has been 
analytically and experimentally examined by Bratis and 
Novotny [5]. The experimental data are compared to a 
boundary layer type analysis in the case of radiating gas at 
moderate temperature level. Their results indicate that the 
heat transfer by thermal radiation is important although the 
relative effect of radiation is much less in magnitude for the 
vertical case than for the horizontal case [4]. 

The survey of the foregoing literature reveals that two 
major effects are predicted: in general, the radiation delays 
the onset of instability in a slot; and there is an increase in 
heat flux due to fluid radiation. In conjunction with the 
variations of the critical Rayleigh number, the magnitude of 
the velocity of the base flow is reduced [6]. The second effect 
is accomplished with a tendency to smooth the temperature 
distribution in the core of the enclosure and to increase the 
temperature gradient near the boundaries. 

On account of the mathematical complexity brought upon 
by the radiation part of the problem in two-dimensional 
geometries, approximate analyses have been developed. The 
most successful technique for a multidimensional radiative 
heat transfer appears to be the differential formulation or P-l 
approximation of the spherical harmonics method which was 
extended by Traugott [7] in order to allow for the effects of 
nongrayness of the fluid. One should also mention the method 
of undetermined parameters considered recently by Yuen and 
Wong [8] in the case of radiative equilibrium in a rectangular 
enclosure. However, the extension to nongray fluids seems to 
be cumbersome and the numerical computations can be quite 
time-consuming. 

Contributed by the Heat Transfer Division and presented at the 
AIAA/ASME Fluids, Plasma, Thermophysics, and Heat Transfer Conference, 
St. Louis, Missouri, June 7-11, 1982. Manuscript received by the Heat Transfer 
Division April 3,1981. Paper No. 82-HT-46. 

The objective of this work is to analyze the influence of the 
convective and radiative parameters on the conduction 
regime, on the transverse rolls, and on boundary layer regime. 

In order to focus the study on the main features of the 
interaction, only gray fluids are considered in this paper. 
Indeed, calculations carried out for real gases enclosed in 
narrow cavities by using a more exact spectral model have 
shown that all the general trends obtained with the gray 
analysis still occur [9]. 

Formulation 

Consider the process of combined natural convection and 
radiation in a vertical layer of a semitransparent Boussinesq 
fluid medium enclosed in a cavity with isothermal side walls 
and adiabatic end walls as shown in Fig. 1. The bounding 
surfaces are opaque, gray, and diffuse. It is assumed further 
that the contribution of the radiative stress to the momentum 
equation is negligible in view of the moderate temperature 
level of the medium at which the radiation pressure number is 
very small [10]. Therefore, in the presence of radiation, the 
continuity and momentum equations are similar. In order to 
eliminate pressure, these equations are expressed in terms of 
the vorticity, fi, and a stream function, \p. Non-
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dimensionalizing all variables, the equations governing the 
fluid motion can be written as 

v 2 , / , = - Q 

dQ dQ 30 „ , „ „ „ 36 
+u +v = P rv 2 f i + RaPr 

dt dx dy dx 
36 , 36 : 30 2o T0 (bqrjc dq„\ 

dt dx dy N \ dx dy ) 

(1) 

(2) 

(3) 

Where T0 = amD is the optical thickness of the fluid layer and 
N= am\/n2oTi

m the interaction parameter. 
The velocity field is obtained as 

~3y~ v = 
df 

~dx 

The dynamical boundary conditions are given as: 

Ix 
d^ 

~3y 

= o 

= o 

• Q = 

-Q = 

d2^ 

'dxT 

d2\js 

"dy2 

atx = 0,l 

at y = Q,A 

(4) 

(5a) 

(5b) 

The form of these equations can readily be derived following 
procedures previously used (see [11], for example). It should 
only be mentioned here that the temperature difference 
AT= Tc - Th is chosen as scale factor for temperature and 
n2oT*„ AT as scale factor for the radiative flux. 

The energy equation (3) involves the radiative heat flux 
which will be obtained under the modified P-l approximation 
[7]. In terms of the first moment of the intensity, the ap
proximate form of the equation of radiative transfer is 

d2J d2J 
+ = 3 r o

2 ( / - 4 0 V e ) 
dx2 ' dy2 

The radiative flux and its divergence are related to J by 

dJ_ 

~bx 

3 r0 

V 
~1r, 

dJ 3 T0 
1 

(6) 

(7) 

dQr.x , 3qr,y V v 2 / 
dx dy 3 T 0 

Substituting these relations into the energy equation gives: 

(8) 

+ u-
de 

+ v-
de 

) + ^ v : 
3N 

Ob) 
de 
dt dx ' ' dy 

The set of coupled equations (6) and (3b) requires additional 
boundary conditions. Following Amlin and Korpela [12], 
these conditions may be stated for opaque walls as 

3J(P,y) 
dx 

3/(1 OO 
dx 

= 3T0\(J-A6t/el)/r, 

= - 3 T O X 3 ( / - 4 0 4 / O / ' J 

(9a) 

(9b) 

and similar relationships at the end walls. In these equations, 
X, characterizes the color of the wall, /', by: 

X;=- (10) 
2(2-e,) 

e, being the total hemispherical emissivity of the wall. At the 
isothermal wall, the thermal boundary conditions remain as 

e„=0.5 + em atx=0 (llff) 

0 c = - O . 5 + 0,„ aty=l (116) 

An energy balance at the adiabatic walls yields the thermal 
conditions as: 

d6 r, dJ 
+ — = 0 aty = Q,A 

dy 3N dy ' 
(12) 

For perfectly reflecting boundaries, the radiative flux is equal 
to zero and the equation (12) is reduced to the usual adiabatic 
condition. 

It is apparent from the foregoing system of equations that 
four additional parameters must be specified, since the effects 
of radiation depend on N, T0 , X, or e,, and t\. It should be 
noticed that the present choice of dimensionless quantities just 
as for a nonradiating fluid leads to an interaction parameter, 
N, called elsewhere Planck number [6, 12], which charac-

N o m e n c l a t u r e 

CP = 

D = 
H = 
J = 

n = 

N = 

Nu = 
Pr = 

Q = 

1r '= 

Qr,x = 

Qr,y = 

Ra = 

t = 
T = 

aspect ratio, A = H/D 
specific heat at constant 
pressure 
width of the cavity 
height of the cavity 
d imens ionless inc ident 
radiation 
refractive index of the semi-
transparent medium 
conduction-to-radiation pa
rameter, N= a,„ X/n2aTl, 
Nusselt number 
Prandtl number, Pr = v/a 
heat flux density 
dimensionless radiative heat 
flux 
x - c o m p o n e n t of t h e 
dimensionless radiative flux 
j ' - c o m p o n e n t of t h e 
dimensionless radiative flux 
Rayleigh number, Ra = 
g&ATHVav 
dimensionless time 
temperature of the fluid 
temperature of the cold wall 

Th = temperature of the hot wall 
Tm = mean temperature, Tm = 

(Tc + Th)/2 
u = x - c o m p o n e n t of t h e 

dimensionless velocity 
v = j - c o m p o n e n t of t h e 

dimensionless velocity 
x,y = dimensionless coordinates 

Greek symbols 

0 = 

AT 

p 
«R 

mean extinction coefficient 
coefficient of thermal ex
pansion 
strat i f icat ion parameter , 
7=«VRa/4) 0 - 2 5 

t e m p e r a t u r e d i f ference 
between the isothermal walls 
emissivity of the wall, i 
nongrayness factor, t] = 
(K„/KRy2 

Planck mean coefficient 
Rosseland mean coefficient 

X = 

X, = 
v = 

e = 

0;« = 

Ox,c = 

®y,c = 

Po = 
a = 

To = 

4, = 
Q = 

thermal conductivity of the 
fluid 
= e , /2(2-e , ) ; i= 1,4 
kinematic viscosity 
dimensionless fluid tem
perature, 6= T/AT 
dimensionless mean tem
perature, em = TJAT 
x-temperature gradient at 
cavity midpoint 
^-temperature gradient at 
cavity midpoint 
density 
Stephan-Boltzmann constant 
optical thickness of the fluid, 
T0 = a,„H 
dimensionless stream function 
vorticity 

Superscripts 

= mean quantity 
= refers to d imens iona l 

quantities 
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Table 1 Comparison of the solutions 04 = 10, Ra = 1000, 
7V=l , r 0 =l ,e , - = l) 

x 0.1 0.3 0.5 0.7 0.9 

05. 

Pure convection 
Analytical 16 I 
Numerical 

0.400 
0.364 
0.375 

0.1 

0.200 
0.162 
0.191 

6(x,A/2)-

0. 
0. 
0.035 

0.3 0.5 

-0.200 
-0.162 
-0.133 

0.7 

-0.400 
-0.364 
-0.353 

0.9 
Pure convection 
Analytical 16 I 
Numerical 

5.830 
-5.282 
-5.017 

-6.901 
-5.951 
-5.902 

v(x,A/2) 

0. 
0. 
0.154 

6.901 
5.951 
5.852 

5.830 
5.282 
5.251 

terizes the relative importance of conduction in respect to 
radiation. It is obvious that such a parameter has only a 
meaningful physical significance for the conduction regime. 
Otherwise, it should be preferable to introduce a parameter 
representing the relative role of radiation to convection [5]. 

Heat Transfer. The heat is transferred from the hot wall to the 
cold wall by three modes: diffusion, transport, and radiation. 
Therefore, the local heat flux through a parallel plane to the 
side walls can be written as 

dT 
q'(x',y')= -^-^7 +PoCpu'{T-Tm) + q' rX 

The average Nusselt number for that plane is defined as 

Q(x') 
Nu(x') = 

XAT/D 

(13) 

(14) 

Where 

Q(.x')=-^\oq'(x',y')dy' 

The insertion of the nondimensional variables into equation 
(14) gives 

I CA / dd i\ dJ \ 
N u W = ^ ) o ( - ^ + ^ - « - l > V ^ ) ^ (15) 

It should be noted that the Nusselt number for combined 
radiation-convection can be expressed as the sum of a Nusselt 
number due to convection and a Nusselt number for radiation 
[13]. These two components are coupled through the radiation 
parameters. For adiabatic end walls, the mean heat flux is 
independent of x and equal to the values at the isothermal 
walls. Thus, 

Nu(*) = Nu(0) = Nu(l) (16) 

Numerical Method 

A large number of numerical experiments were carried out 
by using several finite difference schemes. In order to evaluate 
these schemes, the test problem was that of pure convection in 
a cavity of aspect ratio equal to A = 10. As a result [14], it was 
concluded that calculations be done with a standard second-
order alternating direction implicit (ADI) algorithm for large 
aspect ratio cavities. The same conclusions are presumed to be 
applicable when the energy equation is subject to a radiation 
term. With regard to the radiation part of the problem, 
equation (6) was recast in transient form and was solved by 
using an ADI compact fourth-order scheme [15]. Taking into 
account the form of the boundary conditions of the radiation 
equation, the size of the relevant matrix system was reduced 
to a 2 x 2 bloc tridiagonal form at each step of the iterative 
procedure by using an accurate relation between the function 
and its first two derivatives [15]. 

-0.5 
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1 I I 1 1 1 ' 1 •' ' ' 11 1 
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A A= 20 
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Fig. 2 Horizontal temperature gradient at cavity midpoint versus Ra/A 

Since the numerical computations of the mean Nusselt 
number suffer from inaccuracies of the truncation errors, the 
equality (16) is generally not satisfied. A check on the ac
curacy of the numerical procedure was made by monitoring 
the discrepancies in heat transfer for different vertical planes 
through the layer. In view of this, solutions have been ob
tained by using mesh refinements when the Rayleigh number 
and the interaction were increased. 

The computations were carried out on an IBM 370/168 
computer. Typical values of CPU-times required for each 
solution of the equation set (1-3) are given below for a 81 x 21 
grid: 

pure convection 
convection + radiation 

0.31s 
0.46s 

Without radiation, the scale of the dimensionless time 
needed to reach the steady-state solution is of the order of 
1/Pr. Consequently, about 700 iterations are required in 
order to satisfy the convergence criterion if the pure con
duction solution (u = v = 0, linear temperature distribution) is 
used as an initial guess. It should be noted that the con
vergence is speeded up under the influence of the radiative 
transfer or by using the converged solution for a next set of 
parameters as the initial field for the current set. 

Results and Discussions 

In this study the Prandtl number was kept fixed at Pr = 0.7. 
The values of the radiative parameters investigated are located 
in the range of those considered previously [4, 6] and are 
assumed to be reasonable for gases. 

Conduction Regime. According to the approximate 
analytical solution given by Arpaci and Bayazitoglu [6], the 
effects of the coupling between radiation and convection in a 
slot are to flatten the temperature distributions and to reduce 
the vertical velocities in the conduction regime. The numerical 
results agree with this, conclusion as seen in Table 1, where 
values of the temperatures and vertical velocities in the 
horizontal middle plane are reported for a narrow cavity. A 
number of other calculations have been made for various sets 
of the radiation parameters and, as depicted by the analytical 
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50. 

> 
30. 

no radiation 

Ra = 7000 

Fig. 3 Vertical velocity profiles on the horizontal mid-plane of the 
cavity in the transition regime (A = 5) 

1_l 

0.1 _ 

0.01-

+ 

/ 

/ 1 / / 

^ / 
O 

/ 

o <v—, r 

1 - I I 

/ / 
fi 

0 

/ 
* / 

1 

1 " I | 

no rodiation 

\ - \ , %-\ , £ i= l . 

• 

-
• A= 5 
o A = 8 
. ArlO 
» Az20 
+ Roithby ond Wong 

• 

—i—i—i i i i | 1 

10' 10' 10' R . / . 

Fig. 4 Vertical temperature gradient at cavity midpoint versus 
1.25 Ra/A 

solution, these effects were found to become more significant 
either by decreasing the interaction parameter, N, or by in
creasing the optical thickness, T0. We may, however, note that 
two interesting results are provided by the numerical 
modelling. First, the previous findings are still valid whatever 
the aspect ratio of the cavity. Second, it appears that the 
classical centro-symmetry property of the flow due to the 
form of the boundary conditions is destroyed by the 
radiation. An appreciable departure from this property can be 
seen in Table 1, although the values of the radiation 
parameters are moderate. On the other hand, with the 
analytical approach the central plane temperature is bound to 
be equal to 6m and, consequently, this loss of the centro-
symmetry property cannot be obtained. It should be pointed 
out that the numerical result is in agreement with the solutions 
obtained in one-dimensional conduction and radiation 
problems in semitransparent solids where it has been shown 
that the temperatures in the central region are smoothed and 
the temperature gradients at both walls are increased. 

For this reason, the conductive flux in the core of the flow 
is substantially less than in nonradiating fluid and the 

Ra = 10 Ra= 2 . 5 10 
Fig. 5 Streamline and isothermal patterns in a vertical slot (A = 15, 
N = 1,70 = 1,e, = 1). 
Contours at: 9 = 4.5,(0.1), 5.5 

- Ra = 104: i, = 3,9,15, 20,21.5, 31 
- Ra = 2.5104: 4, = 7.5, (7.5), 37.5, 
42.5,47.5, 50 

departure of the horizontal temperature gradient at the cavity 
midpoint from dxc = - 1 increases as the interaction increases. 
For example, at moderate values of the radiation parameters 
it can be seen in Fig. 2 that 0XC = -0.78. 

Transition Regime. For the range of Ra values where 
conduction plays a significant role in the central part of the 
cavity, the flow regime was called the transition regime by 
Eckert and Carlson [16]. This regime can be identified by 
considering the variation of 0XC. Following Raithby and 
Wong [18], the transition regime starts when the temperature 
gradient breaks away from its value at Ra = 0. As in reference 
[18], we find then by referring to Fig. 2. That the beginning of 
the transition is RaA4s250 and RaA4=450 in a radiating 
fluid. 

One important feature of the interaction of radiation with 
convection is the subdivision of the transition regime into two 
regions as can be seen in Fig. 3: at the lowest Ra values, the 
vertical velocities in the horizontal middle plane are reduced 
like in the conduction regime. On the other hand, the result of 
increases of the Rayleigh number up to Ra 2 5000 is that the 
differences between the velocities obtained with and without 
radiation vanish. Further increases produce higher vertical 
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Fig. 7 Average Nusselt number as a function of the optical thickness 
for various Ra numbers (A =6, N = 1, f / = 1) 

V (x, A/2) 
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if\\^ 

-100 

•200. 
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Fig. 6 Temperature distribution and vertical velocity profiles on the Fig. 8 Effects of the isothermal wall emissivities t i and e3 on the 
horizontal mid-plane of the cavity in the convection regime (A -
Ra = 105 ,e;=1) 

= 6, temperature distributions (A = 6, Ra = 10°,T0 = 1,N = 1,c2 = £4 = 1) 

velocities and, consequently, more important mass circulation 
in the cavity. This behavior can be explained qualitatively by 
referring again to Fig. 2, which shows that the absolute value 
of the buoyancy term in the transport equation (2) is greater in 
nonradiating fluid as long as the Rayleigh number is less than 
approximately 1000A. 

For large enough aspect ratios, the base flow may become 
unstable and the linear stability analyses have shown that 
stationary multicellular flows occur when the Rayleigh 
number exceeds a certain magnitude which depends both on A 
and Pr. In gas-filled cavities, these secondary motions are not 
possible below A =12 [19] and appear for Rayleigh numbers 
which correspond to the transition regime when the aspect 
ratio is not too large (say A <20). In addition, Bergholz [20] 
has shown that the stratification parameter, y, is important 
and determines the nature of the instabilities. For example, at 
the small values of y characteristic of the transition regime in 
narrow cavities, the flow is unstable to stationary disturb
ances. This parameter is related to the nondimensional 

vertical temperature gradient in the cavity and the gradient at 
cavity midpoint, 6yc, can be obtained by referring to Fig. 4. 
This figure shows plots of the product A6y<c as a function of 
Ra/A1-25 in order to remove the aspect ratio effects [17]. For 
nonradiating fluid, the agreement between the values given 
recently by Raithby and Wong [18] with those of the present 
work is quite good as can be seen in Fig. 4. In the case of a 
radiating fluid, the values of AdyyC are smaller and, con
sequently, the stratification parameter is reduced. This 
decrease of y means that multicellular flows can be generated 
more easily under the influence of radiation. This is clearly 
illustrated in Fig. 5 where the isothermal patterns and 
streamlines are presented at Ra= 104 and Ra = 2.5 104 for an 
aspect ratio 4̂ = 15. Without radiation, the secondary motion 
appears at Rayleigh numbers slightly greater than Ra=104 

and has disappeared at Ra = 2.5xl04. This result is in 
agreement with those presented by Roux et al. [19]: for 
Rayleigh numbers ranging from Ra = 7000 to 30,000, a 
transition from unicellular to multicellular flow occurs, 
followed later on by a reverse transition back to unicellular 
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flow. In a radiating fluid, Fig. 5 shows that the secondary 
motion is already developed at Ra = 104 and strengthened at 
Ra = 2.5xl04 . The reverse transition is observed about 
Ra = 3.5x 104. It should be pointed out here that it is quite 
difficult to localize these two critical values of the Rayleigh 
number accurately without using a sufficient grid resolution 
and higher order accurate numerical methods. Otherwise, the 
secondary motion can be obscured and a single cell is ob
served [14]. In this study, it has not been possible to drive 
solutions to satisfactory convergence when secondary motions 
occur even by using a fine grid (21 x 151). However, despite 
these small numerical oscillations, the results show evidence 
that radiation accentuates the multicellular structure. 

Boundary Layer Regime. From the temperature 
distributions and velocity profiles carried out for Ra values 
which correspond to the boundary layer regime in non-
participating media, two main results can be seen in Fig. 6: 
first, when the parameter N decreases or when r0 increases, 
the velocities and the thicknesses of the boundary layers are 
increased. Careful inspection of Fig. 6 shows that the absolute 
velocities are greater close to the cold wall. This lack of the 
property of centro-symmetry of the velocity field is em
phasized in radiation dominant situations (iV=0.2) where the 
variations of the maximum velocities are substantially greater 
in proportion than in the conduction regime. Further 
examinations of Fig. 6 provide the second main results which 
concern the temperature distributions. The thermal boundary 
layer grows close to the hot wall when the radiation effects are 
increased and the horizontal temperature gradient at the 
center of the cavity is reduced from 0.^ = 0.25 without 
radiation to zero for N=0.2. In this case, the pure convection 
solution is greatly affected in the central part of the cavity 
since the temperature distribution is not only flattened but 
also shifted upward. 

Parametric Study of the Radiation Effects. For moderate 
optical thickness of the fluid (T0 = 1), the error caused by 
neglecting radiation effects becomes very small when the 
interaction parameter is greater than N= 10. At Ra= 105, to 
reduce N from 10 to 0.1 doubles the maximum of the vertical 
velocity components and leads to a large increase in the 
heating of the central part of the cavity. In addition, there is a 
rapid drop-off of the mean Nusselt number for values of the 
interaction parameter between N=0.l and N=\. This 
nonlinear variation of the Nusselt number is indicative of a 
strengthening of the radiation process which produces a very 
slow rate of convergence of the numerical procedure. At these 
low values of N, the convective heat transfer is only 
significant in the vicinity of the walls while the core is nearly 
at a uniform temperature close to 8,„. 

Next, the effects of the optical thickness, r0, on the heat 
transfer were investigated at various Rayleigh numbers for 
N= 1. In the conduction regime, the results are in accordance 
with those presented in previous studies. At high Rayleigh 
numbers, to increase T0 produces higher temperatures of the 
fluid with a negative horizontal temperature gradient and, 
consequently, the temperature inversion no longer appears in 
the core. Concerning the vertical velocity profiles, the in
creasing T0 yields similar effects to when radiation becomes 
stronger by decreasing Nas can be seen in Fig. 6. 

The next effect of increase in optical thickness is to increase 
the heat transfer. The behavior of the Nusselt number as a 
function of T0 is shown in Fig. 7 for various Rayleigh num
bers. Initially, the curves rise rapidly with T0 and a more 
gradual increase can be observed for r0 greater than 2. At low 
Rayleigh numbers, the Nusselt number tends toward a limit 
value which can be readily obtained by applying the optically 
thick limit approximation. In this case, an effective thermal 
conductivity can be defined by X,. = X(1 + 1617/37V) and, on 

account of the values of 77 and N, the amount of the optically 
thick Nusselt number is Nu = 6.33. In the convection regimes, 
the limit value is greatly increased since the problem ap
proaches the nonradiating problem with a fictitious Prandtl 
number equal to Pr = 0.112. By using the correlation given by 
Thomas and de Vahl Davis [17], the Nu value should reach 
about Nu = 11 for Ra = 105. Unfortunately, very slow rates of 
convergence were encountered when the optical thickness is 
greater than T0 =7, and calculations were stopped before this 
asymptotic value could be approached. 

Finally, Fig. 8 is prepared to illustrate the influence of the 
hot wall emissivity e! and that of the cold wall e3 on the 
temperature distribution in the horizontal middle plane. It is 
obvious that the effects of the radiative transfer are reduced 
for ej = e3 =0 at moderate values of the optical thickness: the 
temperature distribution and velocity profile look like those 
obtained in a nonradiating fluid, and the increase of heat 
transfer is of the order of 10 percent. Next, two other extreme 
cases were considered. First, if the hot wall is black and the 
cold wall perfectly white, the core temperatures are shifted 
upward and, consequently, the maximum vertical velocity is 
lower near the hot wall than near the cold one. Since there is 
no radiative transfer at the cold wall, the Nusselt number is 
lower than for the case of a black cold wall. Second, the 
decrease of the hot wall emissivity from e\ =1 to ex =0 in 
conjunction with a black cold wall leads to a decrease of the 
temperature gradient at the hot wall. The vertical velocities 
are then higher near the hot wall than near the cold one. In 
these two extreme cases, the differences between the heat 
transfer coefficients are of the order of 4 percent and it ap
pears that convection compensates for the weakening of the 
radiation close to the perfectly reflecting wall. 

Conclusion 

Numerical investigations of heat and momentum transfers 
by natural convection and radiation in a semitransparent fluid 
medium inside a cavity were conducted and the following 
conclusions were obtained: 
1 In the conduction regime, the numerical results are in 
accordance with the predictions of the analytical solution 
given by Arpaci and Bayazitoglu [6]: the temperature 
distributions become S-shaped and the magnitude of the 
velocities are reduced. 
2 On the other hand, the results obtained in the transition 
regime exhibit an increase of the velocities. For example, at 
moderate values of the radiation parameters, the limit of the 
Rayleigh number corresponding to these opposite effects was 
found to be of the order of 1000^4. In the case of a narrow 
vertical cavity and in the transition regime, the numerical 
model predicts that radiation always accentuates the 
multicellular structure of the flow. This behavior results from 
a decrease of the thermal stratification. 
3 From the temperature distributions and velocity profiles 
carried out for the Ra values which correspond to the 
boundary layer regime in a transparent fluid, two main results 
could be drawn: first, when the radiation effects are in
creased, the velocities and the thickness of the boundary 
layers are increased. Second, the inversion of the horizontal 
temperature distributions in the core disappears in radiation-
dominant situations. 
4 The results presented here have shown that the radiation 
highly activates the heat transfer across the cavity. 
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Fin Geometry for Minimum 
Entropy Generation in Forced 
Convection 
This paper establishes a theoretical framework for the minimization of entropy 
generation (the waste of exergy, or useful energy) in extended surf aces (fins). The 
entropy generation rate formula for a general fin is derived first. Based on this 
general result, analytical methods and graphic results are developed for selecting the 
optimum dimensions of pin fins, rectangular plate fins, plate fins with trapezoidal 
cross section, and triangular plate fins with rectangular cross section. 

Introduction 

Extended surfaces (fins) constitute one of the most effective 
design features for promoting heat transfer between a solid 
surface and a stream of fluid. The importance of this thermal 
design technique in the general area of heat transfer 
augmentation and energy conservation is fully recognized by 
the heat transfer community [1,2]. 

The traditional approach to the optimization of fins 
consists of minimizing the consumption (investment) of fin 
material for the execution of a specified heat transfer task. 
More than a half-century ago, Schmidt [3] stated intuitively 
that a two-dimensional fin must have a parabolic-law pointed 
cross-sectional profile if it is to require the least material 
(volume) for a certain heat transfer rate. Schmidt's design 
principle was later proved by Duffin [4] who relied on the 
formalism of variational calculus. This design principle has 
been steadily brought closer to the realities of fin manufac
turing and heat exchanger operation by a number of con
tributors who have analyzed the role of radiation, two-
directional heat transfer (curvature), temperature-dependent 
thermal conductivity and variable heat transfer coefficient 
(see, for example, references [5-7]). Many of these con
tributions have been summarized by Kern and Kraus [8]. The 
essence and practical limitations of this design philosophy are 
discussed in a recent paper by Kraus and Snider [9]. 

The objective of this paper is to outline an entirely different 
approach to the optimization of fins. This approach consists 
of calculating the entropy generation rate of one fin, and 
minimizing it systematically. 

The first and second laws of thermodynamics, taken 
together, state that the entropy generated by any engineering 
system is proportional to the work lost (destroyed) irreversibly 
by the system. This truth is expressed concisely as the Gouy-
Stodola Theorem [10] 

"lost — -"O Lj 'Jgen 
all 

system 
components 

(1) 

where WlQSt is the lost available work (lost availability, or lost 
exergy) [11], T0 is the absolute temperature of the en
vironment, and Sgen is the entropy generated in each com
partment of the system. Equation (1) implies that the ther
modynamic irreversibility (entropy generation) of each system 
component contributes to the aggregate loss of available work 
in the system (Wlosl). For example, in a heat engine the en
tropy generated in one component (e.g., the condenser) is 
responsible for a proportional share of the loss in power 
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output from the engine cycle (the lost power is the difference 
between the theoretical Carnot output and the actual power 
output). Therefore, it is the engineer's job to focus on each 
component of the system and, by design, to try to minimize 
the irreversibility (Sgen) of that component. 

Heat exchangers serve as components in a wide range of 
power and refrigeration applications. Therefore, in order to 
conserve available work (exergy), it is necessary to approach 
the design of such heat exchangers from the point of view of 
entropy generation minimization. It is important to go further 
and focus on the components of heat exchangers and con
ceptualize the design of each such "building block" for 
minimum irreversibility. 

This paper focuses on the design of fins for minimum 
entropy generation in forced convection heat transfer. This 
design philosophy allows us to properly account for the fact 
that, in addition to enhancing heat transfer, extended surfaces 
increase fluid friction. The trade-off between heat transfer 
and fluid friction is a classical dilemma in heat exchanger 
design [2, 12]: the irreversibility minimization philosophy 
places this trade-off on a solid foundation, as heat transfer 
and fluid drag are both mechanisms for entropy generation. 
In this paper, the competition between enhanced thermal 
contact and fluid friction is settled when the heat transfer 
irreversibility and the fluid friction irreversibility add to yield 
a minimum rate of entropy generation for the fin. 

This paper begins with a derivation of the formula for the 
rate of entropy generation in an arbitrary fin engaged in 
forced convection heat transfer. Based on this general result, 
it is shown how the geometric parameters of common fin 
shapes can be selected so that the fin saves the most exergy 
(available work) while performing its specified heat transfer 
function. For simplicity, throughout most of this study the 
classical fin heat transfer model [13] is adopted, whereby the 
fin is slender enough so that the conduction process can be 
regarded as unidirectional. It is further assumed that the 
properties of the fin material and those of the external fluid 
are constant. The external flow is assumed uniform and 
parallel to the base surface of the fin. 

Entropy Generation Due to Convective Heat Transfer 
From a Single Fin 

The entropy generated by a single fin in crossflow can be 
evaluated based on the general model presented in Fig. 1. 
Consider, an arbitrary fin suspended in a uniform stream with 
velocity, U„, and temperature, T„. The heat transfer, qB, is 
driven by the temperature difference between the fin base, TB, 
and the free stream, TK. In addition, the crossflow 
arrangement is responsible for a net drag force, FD, which is 
transmitted through the fin to the base wall. 

As shown in Fig. 1, we choose a control volume which is 
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fixed relative to the fluid. The environment (the wall) "drags" 
the fin with a speed U^ through the stationary fluid, by 
applying a net force FD tangentially to the control surface. In 
the steady state, the first and second laws of thermodynamics 
dictate, respectively, 

,+FDUa3=0 (2) QB-QC 

S„n = q« QB 
>o 0) 

To, TB 

where q„ is the net heat transfer rate from the control volume 
to the rest of the fluid, and Sgen is the rate of entropy 
generation associated with the heat and fluid flow 
arrangement. Combining equations (2) and (3) yields 

S = QBO. B 
+ 

FDUX 
(4) 

Tj(l + 8BITK) • TL 

In this expression 6B is the temperature difference between the 
base of the fin and the free stream, TB — TX. 

The fin entropy generation rate, (4), is a remarkably simple 
result which demonstrates that inadequate thermal con
ductance and fluid friction contribute hand-in-hand to the 
degrading of fin thermodynamic performance. The first term 
on the right-hand side of equation (4) represents the entropy 
generation due to heat transfer across a nonzero temperature 
difference, while the second term is the entropy generation 
associated with fluid friction, 

*̂ gen ~~ WgenJheauransfer "*" Wgen/fluid friction (5) 

Note that the fluid friction entropy generation rate is equal to 
the mechanical power needed for dragging the fin through the 
fluid, FD t/o„, divided by the absolute temperature of the fluid. 

It is proposed to size an individual fin so that the irrever
sibility contributed by the fin to the larger system (the heat 
exchanger) is a minimum. Mathematically, this design ap
proach consists of minimizing expression (4). The power of 
expression (4) is that it brings together the conflicting issues of 
excessive thermal resistance versus loss of fluid pumping 
power: in equation (4), these two effects are weighed relative 
to one another, not as heat transfer rate versus pumping 
power (such a comparison would not be appropriate [12]), 
but as heat transfer irreversibility versus fluid friction 
irreversibility. It is important to keep in mind that the two 

c=>Q-

CONTOL VOLUME 

Fig. 1 Schematic of a general fin in a corrective heat transfer 
arrangement 

irreversibility contributions, heat transfer and fluid friction 
(equation (5)), are both relevant only in the case of forced 
convection. This is the case considered in the present paper. In 
natural convection the designer must be concerned with only 
the heat transfer part of expression (4): in this case the fluid 
friction irreversibility is due to the dissipation of work 
produced not by man, but by the gravity-driven circulation 
seen as a "heat engine cycle" [14]. 

An examination of expression (4) leads to the conclusion 
that in order to minimize the heat transfer contribution to Sgen 

one must minimize the base stream temperature difference, 6B 

(note that (Sgen)heat transfer varies monotonically with 6B). In 
practical terms, however, to minimize 6B would imply the use 
of an infinitely large fin: such a fin would be impractical and 
thermodynamically undesirable, because an infinitely large 
fin would have an infinite (Sgen)fluid friction> hence, an infinite 
Sgen. We learn that although the fin size influences 
monotonically the base stream temperature difference, it 
plays a crucial trade-off role in the thermodynamic per
formance (Sg<;n). 

Nomenclature (cont.) 

b = 

B' 

B" = 

Cn = 

c, = 
D = 

FD = 
h = 
k = 

L = 

slenderness ratio, LID, of 
triangular plate fin (Fig. 
2(d)) 
breadth of plate fin (Figs. 
2(b), 2(c)) 
fluid friction irreversibility 
coefficient, equations (11), 
(19) 
fluid friction irreversibility 
coefficient, equation (25) 
fluid friction irreversibility 
coefficient, equation (29) 
drag coefficient, equation 
(12) 
skin friction coefficient, 
equations (17) and (27) 
pin diameter (Fig. 2(a)), 
and base width (Fig. 2(d)) 
drag force 
heat transfer coefficient 
thermal conductivity of 
fluid 
fin length (Fig. 2) 

m 

M 

Ns 

Nu 
Pr 
QB 

Qco 

R 
Re, 

*^gen 

TB 

To 

r. 
u 

= fin conduction parameter, 
equations (8) and (16) 

= property group, (k/X)i/2/ 
p r l /6 

= entropy generation number, 
defined in equations (10), 
(18), (24), and (28) 

= Nusselt number 
= Prandtl number 
= base heat transfer 
= heat transfer from control 

volume to remaining fluid 
(Fig. 1) 

= parameter, equation (26) 
= Reynolds number, jU^/v 
= entropy generation rate 

[W/K] 
= absolute temperature of fin 

base 
= absolute temperature of 

environment 
= absolute temperature of 

free stream 
= parameter, equation (29) 

t/oo 
V 

Wlo* 

X 

y 

a 
7 

8 

&B 

8e 

eB 

A 

Me> A'B 
V 

P 

velocity of free stream 
parameter, equation (20) 
rate of lost available work 
(exergy, availability), [W] 
longitudinal coordinate 
(Fig. 2) 
transversal coordinate (Fig. 
2(d)) 
half-angle (Fig. 2(c)) 
slenderness ratio LID (Fig. 
2(a)) or L/b (Fig. 2(b)) 
plate thickness (Figs. 2(b), 
2(d)) 
base plate thickness (Fig. 
2(c)) 
tip plate thickness (Fig. 
2(c)) 
base-stream temperature 
difference, TB — T„ 
thermal conductivity of fin 
material 
parameters, equation (26) 
kinematic viscosity of fluid 
density of fluid 
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Fig. 2 Four common fin geometries: (a) pin fin; (b) rectangular plate 
fin; (c) rectangular plate fin of trapezoidal profile; (d) triangular plate fin 
of rectangular profile 

In what follows, we examine the fin size trade-off in detail, 
by minimizing the rate of entropy generation of some of the 
most common fin geometries encountered in practice. The 
additional assumption that the temperature difference, 8B, is 
small compared with the absolute temperature is made 

6B<<Tm (6) 

This assumption is fully justified in the case of "enhanced 
thermal contact" applications such as the main counterflow 
heat exchanger for a helium liquefier, where 6B/Ta <0.1 [15]. 
Consequently, the entropy generation expression takes the 
simpler form 

P i>2U„ReLReDCD 

27V 
(9) 

e — 
•""gen 

QB&B +FDU« 

T 1 ' T 
* oo -* oo 

The size trade-offs presented later in this paper are based on 
minimizing equation (7) subject to the following constraints: 

• cons t an t^ , T„, Um 

• constant fluid properties 
In applications where assumption (6) is not valid, as in the 
case of steam-to-air heat exchangers, the designer must start 
with the complete expression, equation (4). 

Pin Fins 

Consider first the pin fin geometry shown in Fig. 2(a). This 
geometry is one of the simplest, because it depends on only 
two dimensions: the length, L, and the diameter of the cir
cular cross section, D. According to the unidirectional heat 
conduction model described in the Introduction, the 
relationship between base heat flux and base stream tem
perature difference is [8] 

QB / Ah \ 1/2 

6B=- 'm=\-kF) 

where the drag coefficient is CD=FD/(\/2 p U„lDL). Since 
the external flow is assumed known, the Reynolds number is 
used as dimensionless notation for the two dimensions of the 
pin fin, Refl = U^D/v, ReL = U^LIv. 

In this study, we are adopting the design viewpoint that the 
" j o b " of the individual fin is to transfer heat at a specified 
rate, qB, from the wall to the known stream, in the least 
irreversible manner possible (with minimum generation of 
entropy). Therefore, the entropy generation number [16] for 
this design problem is constructed as 

Ns = Sgm/[ 
\kvTj) 

(fc/\)> 

W.4^(A)"'^] Nu1 

BCDReLReD (10) 

where B is a fixed dimensionless parameter that accounts for 
the importance of fluid friction irreversibility relative to heat 
transfer irreversibility, 

B = pv3kTa>/qB
2 

(11) 

kD2m ta.nh(mL) 

(8) 

Substituting this expression into equation (7) gives the total 
entropy generation rate as 
c 

QB 

•^ r„2(XAr)1 /2Nu1 /2Rez>-f-tanhr2Nu1 /2 

Note that parameter B is known as soon as the fluid 
properties, temperature, and the base heat transfer rate are 
specified. If the pin fin is slender, the Nusselt number and the 
drag coefficient can be evaluated from the results developed 
for a single cylinder in cross flow [17] 

K R e D <4 , Nu = 0.998 R e £ , 0 "Pr 1 / 3 

CD = 10ReD-°-6 

4<Re f l <40 , Nu = 0.919 Re£,°-385Pr1/3 

C i, = 5.484 ReD-0246 

4 0 < R e £ ) < 4 x l 0 3 , N u = 0.683Re jD
a466Pr1/3 

CD = 5.484 ReB-°-246 
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Fig, 3(a) Minimization of entropy generation in a pin fin of optimum 
length, equation (13) (M = 100) 
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Fig. 3(b) Optimum pin fin diameter and optimum length for absolute 
minimum irreversibility (M = 100) 

4x 103 <Re f l<4x IO4, Nu = 0.195 Refl°-618Pr1/3 

CD = 1.1 

4x 104<ReD<2x IO5, Nu = 0.0268 Re^^Pr 1 7 3 

CD = \A (12) 

The entropy generation number, Ns, emerges as a function 
of five dimensionless groups, two pertaining to fin geometry 
(ReL, ReD), and three accounting for the working fluid and 
for the fin-stream convective arrangement (Pr, k/\, B). 
Minimization of Ns with respect to ReL is achieved in a 

O.OI 
100 1000 

ReD 
Fig. 4 Thermodynamic optimization of a pin fin subject to fixed 
slenderness ratio: entropy generation number versus pin diameter (B = 
10 - 7 , M = 100, range 40 < Re < 4000) 

straightforward manner by solving dNs/dReL=0. The op
timum pin length calculated in this manner is 

Re L.opt " 
R e j 

2Nu1/: (4)i/ariDh-[(T
 8

3 yn] 
(13) 

The engineering significance of result (13) is that the op
timum pin length can be calculated immediately, provided 
Re ,̂ is specified. Substituting equation (13) into equation (10), 
we obtain the minimum Ns corresponding to optimum pin 
length, Ns (ReLopt, Re^,). This function was minimized 
numerically, as shown in Fig. 3(a): the entropy generation 
number Ns [ReLopt (ReD), ReD] has a clear minimum with 
respect to pin diameter. Figure 3(b) summarizes our 
numerical results for optimum pin diameter ReDopt. The same 
graph shows also the optimum pin length, calculated by 
substituting Reflopt into equation (13). The dashed portions of 
the curves on Fig. 3(b) show the domain in which Lopt/Dopt < 
5, i.e., where the "slender pin fin" model [equation (12)] loses 
its accuracy. 

An alternative approach to sizing a pin fin for minimum 
irreversibility consists of determining the optimum diameter, 
ReD _opt, subject to fixed slenderness ratio, 

7 = _ L (14) 

This constraint stems from practical limitations encountered 
in the process of manufacturing a surface covered with a large 
number of fins. The entropy generation number (10) can be 
expressed as a function of ReD and y, 
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Fig. 5(a) Optimum pin diameter versus friction irreversibility 
parameter B(M = 100) 
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Fig. 5(b) Optimum pin diameter versus slenderness ratio (M = 100) 

is summarized in Fig. 5(a), in the wide range 1 < ReD < IO6, 
10 "16 < B < 10 and 5 < 7 < 15. When the slenderness ratio 
is fixed, the optimum pin diameter decreases as B increases 
(i.e., as the fluid friction irreversibility becomes more im
portant in the irreversibility total, equation (5)). For design 
purposes, the same information is reported in Fig. 5(b) as 
ReA o p t versus 7. 

Plate Fins 

This section focuses on fin geometries modeled as thin 
conducting plates parallel to the flow direction. Fins of this 
type vary widely with respect to the shape and cross section of 
the surface swept by the flow: in many cases the fin is wide at 
the base and narrow at the tip, in approximate agreement with 
Schmidt's principle of material reduction in a fin with fixed 
heat transfer [3]. Below, we consider the minimum entropy 
generation design of three frequently used plate fin 
geometries, illustrated in Figs. 2(b), 2(c), and 2(d). 

Rectangular Plate Fin. The simplest plate fin geometry is 
shown schematically in Fig. 2(b). The minimum irreversibility 
design of this fin requires the selection of three geometric 
parameters, the length, L, the breadth (length swept by fluid), 
b, and the plate thickness, 5, where L > > b > > 8. The 
relationship between heat transfer and base fluid temperature 
difference is [8]: 

0.77 M 
Nx=-

Rer 3tanh 
1.65 

+ 2.74257R601 
(15) 

QB 

kbbm tanh (mL) • * " & ) 

(16) 

-Re f l
c 

M 
the combined property group M = where M is 

(A:/X)1/2/Pr1/6. 
Representative results of the numerical work of minimizing 

expression (15) are shown in Fig. 4. The entropy generation 
number, Ns, has a clear minimum with respect to pin 
diameter, Ref l, when 7, B, and M are fixed. The Ns-ReD 

dependence (Fig. 4) is reported not for design purposes, but to 
show the designer the "sharpness" of the irreversibility 
minimum to be achieved through the precise selection of pin 
diameter. 

Figure 4 shows also that the optimum pin diameter, ReA o p t , 
increases if the slenderness ratio decreases. This general trend 

As in the preceding section, the study is placed in the limit 
where the plate fin is slender (b < < L); in this limit we rely 
on laminar heat transfer and skin friction results for two-
dimensional flat plates [18] 

h = 0.664 Re i ,
1 / 2Pr1 / 3 ,C / = 

pUjbL 
= 1.328 Re„-1 / 2 

(17) 

Based on equations (16, 17), the entropy generation number 
for a rectangular plate fin in laminar flow becomes 

qB
2Ua 

Ns = Sgm/ 
V kvTj ) 
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(k/\y 
1.15 Re6

1 /2Re6
3 /4Pr1 /6tanh(mL) 

+1.328 BReLRcb 

where 

B = pv3 kT^lqs1, 

mL=lA5 (I) Pr1/6Re,Re„ 4Re, 

(18) 

(19) 

From the outset one notes that the thickness, 5, appears 
only in the heat transfer term of TVj, equation (18), con
sequently, Re6 does not play a trade-off role in the 
minimization of Ns. Since in most practical applications 6 is 
determined by considerations such as price, availability, and 
machinability of sheet metal, it makes engineering sense to 
regard Res as fixed. The minimization of Ns with respect to 
Reft and ReL is achieved by solving the simultaneous set of 
equations dNs/dReb = 0 and 8Ns/dReL = 0. Eliminating 
ReL between these two equations leads to an implicit result of 
the form 

. - [ ln [y 1 / 2 +(y+l) 1 / 2 ] -

(l + u)1/2 J ' 

u = (1.328BRe6
3/2Re6) - ' (20) 

The numerical solution to equation (20) is v = 0.7717. From 
the system dNs/dReb = 0 and 8Ns/dReL = 0, we conclude 
that the optimum geometry for minimum entropy generation 
is explicitly given by 

Re b, opt = 0.9845 - 2 / 3 Re 6 " : 

M / 2 R e 1/3 p r - 6B-

(21) 

(22) ReL,opt=0.685(/t/X) 

Dividing equation (22) by equation (21) yields the optimum 
slenderness ratio of the plate fin 

7op, = ( ^ ) = 0.696 MB1 / 2Re6 (23) 
\ O / opt 

In conclusion, the optimum plate fin dimensions, L and b, 
can be calculated directly using equations (21) and (22), as 
soon as the base heat flux (qg)t the flow and the sheet 
thickness, 5, are known. The optimum length and the op
timum breadth both decrease as B increases, in accordance 
with the trend discovered in the optimization of pin fins (Figs. 
3-5). As the plate thickness 5 increases, the optimum length 
increases while the breadth decreases, hence, the optimum 
slenderness ratio, equation (23), increases. 

It is necessary to keep in mind that the formulas (21-23), 

10 

Ns 

10' 

*\ 

- ' 

• 

-
• 

B 

Q5 
Ql 

^ Q05 

Re. 
0a.«»t 

200 , 
320 \ 
405\ 

\X 

I — 

\ \ 
\ \ 

\ 

1 1 1 1 1 1 

however convenient, are valid only in the laminar regime\ 
ReA,opt < 5 x 105, and in the slender shape limit 7opt > > 1. 
Similar results can be developed numerically for the turbulent 
regime, by replacing equations (17) with appropriate 
correlations for turbulent heat transfer and skin friction. 

Rectangular Plate Fin of Trapezoidal Profile. A relatively 
more complex plate fin geometry is represented in Fig. 2(c). 
This time the fin longitudinal section is trapezoidal, again, in 
the spirit of E. Schmidt's principle of material (volume) 
minimization [3]. This geometry has another important 
advantage over the rectangular shape of Fig. 2(b): the tapered 
profile makes trapezoidal fins accessible to metal-cutting 
operations designed to remove the fin-to-fin material. The 
minimum entropy generation design of this class of fins can 
be approached along the same lines as the design of rec
tangular fins. However, trapezoidal fins have an additional 
geometric parameter in their constitution, namely, the half-
angle, a. 

In the interest of brevity, only the key formulas are 
reported. The entropy generation number can be expressed as 

N* : S g e n / | 

/ k \ 1/2 

0 . 6 1 4 ? ^ - J Re,1 

F 2ArPr' 

[ 
2 sin a -1 1/2 

tana(2 ReL tan a + Res ) J 

r /oQtj )*•!( /* , )+/ , (p , )*i fa , ) 1 
L KJne)LUR)-LUe)K,(aR) J 

2 R e i + R e 4 , „ , , 
+ B' r^ ^ (24) 

2 cos a 

where 

Pr1''6(fcX)l''2piJco
2i'Toc 

and 

/*« = 

B' = 2.164-

^ r 5,(1- tan a) 
L 2 tan a 

V-B - , "[ -

• 1 

QB2 

n 

;(1 - tan 
2 tan a 

Re 

a) 

3/4 
b 

+ L + k' 

(25) 

\ k sin a / 
(26) 

Re, (5B,opt 

Re,, 

Fig. 6 Thermodynamic optimization of plate fins of trapezoidal profile 
(« = 10 deg, Res = 100). Left side: entropy generation number versus 
geometric aspect ratio. Right side: optimum aspect ratio versus friction 
irreversibility parameter B' . 
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As in the preceding example, we have assumed laminar 
boundary layer flow [18] 

L+-
be 

FD = CfPU, 
cos a 

b,Cr 
1.328 

RiT172" 

h = 0.664 Re „1/2Pr 
~b 

(27) 

In addition, the Harper and Brown approximation [8] was 
employed, whereby the heat transfer from the tip of the fin is 
taken into account by using the "augmented" fin length L + 
Se/2 in place of L (see Fig. 2(c)). 

The entropy generation rate (24) depends on four geometric 
parameters ReL, Reft, Re6 , and a. Whether or not all four 
parameters may be considered independent depends on 
specific circumstances, particularly on the constraints faced 
by the designer (fixed cost, volume, base area, etc.). In Fig. 6, 
we show a sample of numerical results obtained in the case 
when b, 5e, and a are fixed by design: the only geometric 
variable in this case is the fin length, L (the dimension per
pendicular to the wall). Choosing the optimum ReL for 
minimum entropy generation is geometrically equivalent to 
choosing the optimum base thickness Re6 since Res = Re5 

+ 2 ReL tan a. The left side of Fig. 6 shows that Ns has a 
sharp minimum with respect to Res . The optimum values of 
base thickness Reynolds number are reported in the right half 
of Fig. 6 for the case Res = 100 in the range 5 deg < a < 10 
deg. We find that the optimum fin size (Re* ) decreases as the 
fluid friction effect (B) becomes more pronounced, in 
agreement with conclusions reached in previous examples. It 
is also apparent that in the a range considered, the angle a has 
a relatively minor impact on the optimum fin size for 
minimum irreversibility. 

Triangular Plate Fin of Rectangular Profile. To the 
thermodynamic designer, this geometry is challenging due to 
the absence of convenient correlations for heat transfer and 
fluid friction in the three-dimensional boundary layer flow 
which, in most certainty, will cover the triangular faces of the 
fin. This analytical difficulty can be partially dealt with in the 
limit D < < L, where the three-dimensional effects will be 
minor. In this limit, we can approximately treat the sharp-
pointed triangular plate as a flat plate in parallel flow, with 
the special property that the length swept by the flow (y) is a 

function of longitudinal position (x). It is worth pointing out 
that the D << L limit is in full agreement with the 
unidirectional heat conduction model adopted in the In
troduction. 

The analytical path leading to the entropy generation rate 
formula is similar to the method used in the earlier examples. 
Again, in the interest of brevity, only the key result is reported 

"— GO 

Ns = Sgcn/ 
QB1-

Tjv(k\y 

0.868 

Re6
l / 2ReD

3 / 4Pr l / 6 I^u) 
/ o ( M ) +0.885 5 " Re f l

1 / 2R e i (28) 

with 

B" 
Tx^{k\ynn 

QB' 

M = 1 . 5 3 6 (1) Pr1 Re, 

Re„1 / 4Re, 
(29) 

The entropy generation rate depends on three geometric 
parameters, ReD, ReL, and Re6. Note that Re5 does not play a 
trade-off role, because it appears only in the heat transfer part 
of expression (28). 

Figure 7 presents a sample of optimum fin size results for 
cases where the triangle aspect ratio a = LID is fixed. The fin 
irreversibility, Ns, reaches a clear minimum at a specific value 
of fin base width, ReD; the optimum,fin size, ReD, depends 
on the relative importance of fluid friction irreversibility 
(B"), on the metal-fluid combination (M), and on the plate 
thickness (Re6). The right-hand side of Fig. 7 is a summary of 
Ns results obtained for a number of common metal-fluid 
combinations involving copper, aluminum, water, and air. 
Regardless of combination, the optimum fin size (ReAopt) 
decreases as the triangular shape of the fin becomes, by 
design, more slender. 

Concluding Remarks 

In this paper we have applied the minimization of entropy 
generation (exergy waste) to the design of extended surfaces. 
Using the first and second laws of thermodynamics, the 
entropy generation rate associated with a single fin of un
specified shape and properties was calculated. This general 
result was then applied to the minimization of irreversibility 

7MO* 

KT" 
10" 

-J I L_J_ 

Re0 
w 

R̂ ô ,,,, 

5'lC 

3-»" 

Fig. 7 Thermodynamic optimization of triangular plate fins (Res = 
100). Left side: Entropy generation number versus base width (Air-Cu, 

width versus geometric 8 " = 5 x 10" 9 ) , 
aspect ratio a = L/D, 
H 2 0-CuB" = 3.5 x 10 

Right side: optimum base wit 
D.(Air-Cu.B" = 5 x 1 0 - 9 , Ail 

, H 2 0-AIB ' 
Air-AIB" 

2.5 x 10 " 9 ) . 
4 x 10" 

9 

622/Vol. 104, NOVEMBER 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in four of the most frequently used fin shapes. The con
clusions of our irreversibility minimization procedure have 
been reported in analytical or graphical form. 

In the analysis of the individual fin we have assumed that 
the heat transfer rate and the fluid flow parameters are 
prescribed. This decision is necessary in order to isolate 
(remove) the fin from the aggregate system (the heat ex
changer). It is important to note that heat exchangers, too, are 
isolated from their respective aggregate systems (power 
plants) for the purpose of analytical optimization. The 
decision to isolate a component from the aggregate system 
leads, necessarily, to the adoption of design constraints 
around the component. For example, in the design of a heat 
exchanger we use the notions of "required heat transfer" and 
"fixed pressure drop;" in the thermodynamic optimization of 
the fin we have regarded qB and the flow as fixed. The 
alternative to optimizing the heat exchanger component-by-
component, as in this paper, would be to minimize the 
irreversibility of the heat exchanger, as a whole. However, 
this alternative is neither practical nor of fundamental value 
in view of the diversity of heat exchangers and the large 
number of geometric features which would have to be op
timized simultaneously. 

The chief conclusion of this study is that the size of in
dividual fins can be chosen in a way that combines a specified 
heat transfer function with a desired (optimum) ther
modynamic function, namely, the function of conserving 
exergy. It was also shown that the thermodynamic-optimum 
fin dimensions can be subjected to additional design con
straints, such as the fixed slenderness ratio for pin fins, 
equation (14). Built into all the analytical and graphic results 
is the message that the thermodynamic optimization of fins 
requires a detailed knowledge of the fin-fluid flow in
teraction. As a first step, we accounted for this interaction by 
using well-known correlations developed for two-dimensional 
external flow arrangements. It is felt, however, that much 
remains to be done experimentally with the objective of 
documenting the local heat transfer and drag characteristics 
for fins of various shapes bathed by flows of various direc
tions. 

As a final comment, we would like to address the issue of 
thermodynamic optimization versus economic optimization 
(cost minimization). The former has been the subject of this 
paper, as applied to the sizing of individual fins engaged in 
convective heat transfer. The latter is, of course, the 
philosophy of those who are competitive in the industrial 
world. The two design philosophies, thermodynamic versus 
economic, do not necessarily lead to identical fin-sizing 
decisions. This is due to the fact that the total cost formula for 
a certain piece of heat exchange equipment contains many 
items in addition to the cost of lost available work (exergy). 
However, as the cost of fuel ("bottled exergy") continues to 
rise and dominate the total cost figure of equipment for power 
and refrigeration, the thermodynamic optimization 
philosophy leads to designs which come closer and closer to 
those demanded by the cost minimization formula. Witness in 

this regard the development of heat transfer technology for 
helium refrigeration and large scale superconducting systems, 
where "good design" has become practically synonymous 
with "least irreversible design" [19]. 

It is important to recognize the fundamental value of the 
exergy-conservation design philosophy relative to the local 
and temporal character of the economic optimizaton 
procedure followed by individuals in industry. The con
servation of exergy is clearly what the heat transfer com
munity must learn first and teach others through its technical 
journals, if we are to agree on a reasonable course toward 
fuel-sufficiency in this world [20]. 
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Numerical Simulation of Natural 
Convection in Concentric and 
Eccentric Horizontal Cylindrical 
Annuli 
Natural convection heat transfer in concentric and eccentric annuli made of two 
isothermal horizontal circular cylinders is numerically investigated for Rayleigh 
numbers less than 5.0 x 104 which is based on the difference of radii. Bipolar 
coordinates are used for eccentric annuli, and it is found that for very small ec
centricity the overall thermal behavior of the annuli exhibits that of the exactly 
concentric cylinders. The maximum deviation of the local heat-transfer coefficient 
of the cylinder walls remains, for example, for e = 0.01, Rj/R0 = 0.3846 and 
RaL = 1.0 x 104, within a meager 5 percent. The parametric effect on the heat-
transfer characteristics is discussed with respect to the diameter ratio for concentric 
cylinders, and eccentricity and azimuthal angular location of the inner cylinder for 
eccentric annuli. Output is displayed in terms of streamlines, isothermal contours, 
radial temperature distribution and equivalent thermal conductivities. Convection 
patterns are explained in detail. 

Introduction 

Natural convection heat transfer in horizontal enclosures of 
concentric and eccentric cylindrical annular form has received 
increased attention due to the interesting feature of the 
specific heat transport phenomenon and the fundamental 
importance in practical applications. A very thorough 
literature survey and comprehensive analysis has been made 
on the concentric annuli by Kuehn and Goldstein [1, 2]. They 
have conducted both numerical simulation using finite dif
ference method of relaxation type, and experimental study 
using Mach-Zehnder interferometer. Application of other 
type of finite difference method, alternating-direction implicit 
method, has also been reported by Charrier-Mojtabi et al. [3] 
in solving the laminar horizontal concentric annuli problem 
formulated in cylindrical polar coordinates. Recently, flow 
analysis on concentric annulus has been extended to turbulent 
natural convection regime, Rayleigh number range 106 - 107, 
using a two-equation turbulence model [4]. 

For slightly eccentric annular enclosure, Yao [5, 6] has 
perturbed the solution of concentric annuli to obtain ex
pansion in terms of the double series of eccentricity and 
Rayleigh number for the case when Ra is small. Experiments 
have also been conducted using pressure-controlled gas 
chamber to analyze heat-transfer characteristics in eccentric 
annuli with relatively large eccentricity [7-9]. Parametric 
effect on the heat transfer was investigated in these reports for 
the natural convection which included the unsteady flow 
regime. Theoretical study, on the other hand, is rare for the 
eccentric annuli. In reference [9], as a complimentary work of 
the experimental investigation, the Galerkin finite element 
method has been applied with isoparametric element to find 
the conditions for minimum heat loss in annular solar energy 
receiver geometries. 

To treat consistently the concentric and eccentric annuli, 
two different coordinate systems have been used in the 
literature. One is the modified bipolar coordinates [12, 14] 
which degenerate to polar coordinates when the annuli are 
concentric. The other is the radial coordinate transformation 

'Present address: Graduate School, E.N.S.M.A., Poitiers, France 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
2,1981. 

used by Yao [5, 6], which normalizes the distance from the 
axis of the inner cylinder to the outer cylinder. None of them 
has singularity at zero eccentricity. However, applications so 
far have been limited to small eccentricity only. 

In the present paper, to extend the existing knowledge on 
the natural convection heat transfer in the horizonal cylin
drical annuli, numerical analysis has been made using finite 
difference method based on successive-overrelaxation 
iteration. Concentric and eccentric annuli are treated in a 
unified manner using the cylindrical bipolar coordinate 
system. Emphasis is put on the study of changing thermal 
behavior of the annuli with respect to the diameter ratio of the 
inner and outer cylinders, eccentricity, and azimuthal angular 
location of the inner cylinder. Prandtl number is fixed with 
that of air, 0.706, throughout the study while Rayleigh 
number is changed to several selected values within the 
laminar natural convection regime known by the previous 
experimental study [7]. 

Derivation of Governing Equations 

In the literature, the bipolar coordinate system has been 
conveniently applied to solve many engineering problems 
involving tandem spheres or circular cylinders, and eccentric 
annuli in forced flow [10, 11, 13]. For the natural convection 
the Boussinesq approximation simplifies the Navier-Stokes 
equations by neglecting the compressibility effect everywhere 
except for the buoyancy force terms. Regions of validity of 
this approximation is presented in [15]. Assuming constant 
transport properties, one can write respectively the governing 
equations of the dimensionless stream function, vorticity, and 
temperature in the cylindrical bipolar coordinate system (£,rj) 
as follows: 

2 ^ = - f (1) 

v 2 r= PrC h \ 
U-- +V-±-

d£ dr, )] 

+ Ra A-d 
. „ sinhnsin? „ coshr/cos J - 1' 

sin0 hcosfl d4> 
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Fig. 1 An example of mesh system in bipolar coordinates 

cosh77Cos£ - 1 
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coshri - c o s £ 

1 5ii 
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(5) 

(6) 
1 W 
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The b o u n d a r y condi t ions can be writ ten in two different 
ways depending on the flow domain . 

Symmetr ic twin convective flows: 

dV d<t> 
$ = £ = t / = o , — - = 0 , — = 0 o n £ = 0and 

at. Oi. 
£ = 7r(symmetry line) 

\jz = U= V=0,<j>=\ on ij = r/,(inner cylinder) (7) 

\f, = (J~ V=0,<j> = 0 on r/ = 7j0 (outer cylinder) 

Nonsymmetric global annular flows: 

V-o = ^ . f o ^ ^ o ^ * on £ = 0o r £ = 2 T (branchcut) 

0 = [/= V=Q,4>= 1 on ij = r),(innercylinder) (8) 

\j/ = [/= F=0,</) = 0 on r/ = ?)0 (outer cylinder) 

Of course, the second set of boundary conditions, which 
includes the periodic condition at branch cut £ = 0 or £ = 27r, 
could be used for the symmetric flow too, but only with the 
solution domain doubled unnecessarily. The vorticity func
tion on the solid wall is successively evaluated to second-order 
accuracy by using the values of stream function in previous 
iteration, following the usual tested formula [16]: 

1 7 ^ * - 8 ^ * + 1 + ^ * + 2 

h2 2(ATJ)2 

for the outer cylinder, and 

1 7 ^ * - 8 ^ * _ ! + ^ - 3 _ = 
S i 2(Ar,)2 

+ 0(Ar)2) 

+ 0(Ar;2) 

for the inner cylinder. 

Computational Procedure 

One of the mesh systems possible in the bipolar coordinate 
system is shown in Fig. 1, where the radial-like curves 
represent constant angles in angular ^-coordinate, and the 
eccentric circles stand for ^-constant lines. By changing the 
size and radial location of the inner circle and by rotating the 
whole system with respect to the direction .of gravity force, 
variation in diameter ratio of the two circles, eccentricity, and 
azimuthal position of the inner cylinder were easily obtained. 

The partial differential equations were finite-differenced 
using central difference schemes for all of the derivatives. 
Since diffusion plays as important a role as convection for 
transport of thermal energy in the present problem, central 
difference approximation was favored for the convection 
terms to avoid parasitic effect which might be introduced if 
the upwind scheme had been used. The resultant difference 
equations were put in the form convenient for iteration in the 
successive overrelaxation method. The relaxation factors used 
were, 1.35, 1.2, and 0.5 for 4>,4>, and f, respectively, for 

N o m e n c l a t u r e 

x,y 

Kr = 

K„, 

K„, 

a constant in the bipolar 
coordinate system, equal to 
half of the distance between 
two poles 
distance between centers of 
circular cylinders in ec
centric annuli 
gravitational acceleration 
metric coefficient, defined 
in equation (5) 
rectangular Cartesian 
coordinates 
specific conductivity, the 
pure-conduction heat 
transfer for an eccentric 
annulus divided by that of 
an equivalent concentric 
annulus 
local equivalent thermal 
conductivity for concentric 
cylinders 
the first overall equivalent 

Kp, 

thermal conductivity, the 
overall natural convection 
heat transfer scaled by the ThT0 = 
pure-conduction heat 
transfer possible for the 
same geometry 
Keqt x Kt, the second 
overall equivalent thermal 
conductivity, based on the 
pure-conduction heat 
transfer of an equivalent 
concentric annulus 
R0 - Rj, radius difference 
of the two cylinders 0 = 
Prandtl number, v/a 
radial coordinate measured QP = 
from the center for the 
concentric annuli ^ = 

Ri/Ra = radii of the inner and outer 
circular cylinders f = 
g / 3 L 3 ( r , - r 0 ) / m , Rayleigh 
number based on reference 4> = 
length, L 

L = 

Pr 
R 

Ra, = 

U,V 

a 

constant temperatures of the 
inner and outer cylinders, 
respectively 
contravariant velocity 
components in £- and i\-
direction 
c/L, eccentricity 
kinematic viscosity 
thermal diffusivity 
Bipolar coordinates defined 
by x+iy = /«cotl/2(r/ + i£) 
angle between ^-direction 
and the gravity force g 
the azimuthal angle of the 
inner eccentric cylinder 
dimensionless stream 
function, scaled by a 
dimensionless vorticity 
function, scaled bya/L2 

( r - r 0 ) / ( r , - r 0 ) , dimen
sionless temperature 
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Table 1 The overall equivalent thermal conductivity Keq<t and KeqiC (Rj/Ra = 0.3846, Pr = 0.706) 

Eccentricity 
e 

0.900 

0.750 

0.623 

0.500 

0.250 

0.100 

0.010 

Specific 
conductivity 

2.226 

1.482 

1.260 

1.144 

1.031 

1.005 

1.000 

e<7,e 

1.04 

1.06 
1.37 

1.07 
1.45 

1.08 
1.55 

1.08 
1.79 

1.08 
1.93 

1.08 
1.98 

Odeg 

" eq,c 

2.32 

1.57 
2.03 

1.35 
1.83 

1.24 
1.77 

1.11 
1.85 

1.09 
1.94 

1.08 
1.98 

eq,e 

1.05 

1.07 

1.08 
1.48 

1.08 

1.08 

1.08 

1.08 
1.98 

45 deg 

& eq,c 

2.34 

1.59 

1.36 
1.86 

1.24 

1.11 

1.09 

1.08 
1.98 

1.08 

1.11 
1.47 

1.12 
1.57 

1.13 
1.69 

1.10 
1.90 

1.09 
1.96 

1.08 
1.98 

90 deg 

" eq,c 

2.40 

1.65 
2.18 
1.41 
1.98 

1.29 
1.93 

1.13 
1.96 

1.10 
1.97 

1.08 
1.98 

0^ = 135 

eq,t 

1.09 

1.14 

1.16 
1.70 

1.17 

1.37 

1.08 

1.08 
1.98 

or 225 

K eq,c 

2.43 

1.69 

1.46 
2.14 

1.34 

1.17 

1.09 

1.08 
1.98 

eq,t 

1.08 

1.16 
1.62 

1.17 
1.75 

1.18 
1.85 

1.17 
1.99 

1.09 
2.00 

1.08 
1.98 

180 deg 

K eq,c 

2.40 

1.72 
2.40 

1.47 
2.21 

1.32 
2.12 

1.17 ' 
2.05 

1.10 
2.01 

1.08 
1.98 

Raz. 

103 

103 

104 

103 

104 

103 

104 

10J 

104 

1 0 4 104 

103 

104 

Rayleigh numbers of the order of 104; they were increased to 
higher values for lower Rayleigh numbers. Uniform meshes in 
£- and rj- direction have been used in the computation, with 
increased number of grid points assigned for higher Rayleigh 
numbers. The method became unstable when the diagonal 
dominancy of the locally linearized coefficient matrix of the 
finite difference equations was broken. For the cases when the 
diameter ratio of the inner and outer cylinders was very small, 
when the eccentricity was near its extremum 1 and when RaL 
was increased to a large value which was beyond the ex
perimentally known laminar flow regime, the solution 
diverged. Also, for zero eccentricity the method failed 
because of the coordinate singularity. However, for very 
small values of eccentricity, for example, at e = 0.01, the 
overall thermal behavior of the annulus has exhibited that of 
the exactly concentric cylinders, with maximum deviation of 
the local heat-transfer coefficient on the cylinder walls 
remaining within a meager 5 percent. This observation has 
made it possible to extrapolate with confidence the heat-
transfer characteristics of the concentric annuli from the 
results obtained in the bipolar coordinate system for small 
eccentricity. 

During the computation, because of the slow rate of 
convergence for the stream function and vorticity compared 
with that of temperature function, iteration was performed in 
a weighted cyclic pattern as i/'-f-t/'-£-</>. The convergence 
criteria needed for termination of the computation were 
preassigned as 

lli/<ll2<10-3,ll</>ll2<10-3 and llrll2<10-2 

The output has been displayed in terms of isotherms, 
streamlines, radial temperature distribution, and equivalent 
thermal conductivities. The last variable in the above is 
defined as the overall heat transfer scaled by the pure-
conduction heat transfer that would be obtained either for the 
specific eccentric annulus or for an equivalent concentric 
annulus. Different notations are reserved for the above two 
equivalent conductivities: the former denoted by KeQyC and the 
latter by Keqc. The former is an indicator of relative im
portance of convection over conduction in the given eccentric 
annulus, while the latter could be used for direct comparison 
of performance among various annuli of different ec
centricity. The two variables are interconvertible by making a 
table of a third variable namely the specific conductivity, Kt, 
which refers to the ratio of pure-conduction heat transfer of 
an eccentric annulus and that of an equivalent concentric 
annulus. It is readily obtained, since for pure conduction 
exact temperature solution is known and the isotherms are 
identical with the coordinate lines rj = constant. The above 
three conductivities Ke, Keqe and Keqc are calculated and 
listed in Table 1 for seven different values of eccentricity and 

Keq,c 

6 (DEGREE) 

Fig. 2 Local heat-transfer coefficient for a concentric annulus: 
Rat =5 x 104 ,R,/R0 = 0.3846 

for two different Rayleigh numbers, RaL = 1.0 x 103 and 1.0 
x 104. 

The computer used for calculation was Cyber-174 at the 
computer center in KAIST. CPU time needed for individual 
calculation depended greatly on the accuracy of the initial 
guess for the solution. For 24 X 30 mesh points, time needed 
for RaL =4.8 x 104 was slightly less than half an hour in 
CPU time, when the data converged at Ra= 1.0 x 104 were 
used as initial input. The CPU time increased, in general, with 
higher Rayleigh numbers and with higher upper eccentricities. 

Results and Discussion 

To demonstrate that the bipolar coordinate system can be 
used to produce reliable result for the concentric annulus, a 
test run was made for RaL =5 x 104 and Rj/R0 =0.3846 by 
using a very small eccentricity e = 0.01. The calculated local 
equivalent thermal conductivity is shown in Fig. 2 in com
parison with the experimental data drawn from reference [1]. 
The agreement is excellent for both outer and inner cylinders, 
the maximum local discrepancy which occurs at the top of the 
outer cylinder being less than 5 percent, as stated in the 
previous section. 

In Figs. 3(a)-3(c), the isotherms are presented for a high 
Rayleigh number flow, RaL=4.8 x 10\ Pr = 0.706, along 
with the interferogram analogs available from [7] for com
parison. In these plots the diameter ratio is taken uniform as 
R,/R0 =0.3846 but the eccentricity is varied to three distinct 
values of e = 0.652 upper, e = 0.01 and e = 0.623 lower, 
respectively. Each closed curve in the plots on the left hand 
side represents an isothermal line with step temperature in
crement by the amount A</> = 0.05 toward the inner cylinder. 
The overall qualitative agreement is again very distinguished. 
It is readily observable which part of the inner or outer 
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Fig. 3(a) Isothermal lines for an eccentric annulus: left, present
method (a~=0.05); right, from [6]. (RaL =4.8 x 104 , R,lRo = 0.3846,.
= 0.652 upper vertical)

Fig. 3{b) Isothermal lines for an concentric annulus: left, present
method (a~=0.05)•• = 0.01); right. from (6), (RaL =4.8 x 104 , RjlRo =
0.3846

centricity is lowered. Such an observation is quantitatively
supported by the radial temperature distribution shown in
Fig. 4, where along the radial line (j = 0 deg the temperature
curve is a nearly-straight line of negative unit slope. It is
interesting to note here that the calculated results in Fig. 4
suggest slightly higher conduction effect than the measured in
this particular region. Near the bottom of the annulus around
(j= 150 and 180 deg, better resolution is observed in the theory
than in the experiment. In the bottom portion, the tem
perature curves are straight outward beginning from (R
R;)/(Ro - RJ = 0.2, revealing dominance of conduction
outside of the boundary layer, again. In contrast to the an
nulus of upper large eccentricity, Figs. 3(b) and 3(c) exhibit

Fig. 3{c) Isothermal lines for an eccentric annulus: left, present
method (a~=0.05); right, from [6), (RaL =4.8 x 104 , RjlRO = 0.3846,
• = 0.623 lower vertical)

cylinder has high heat-transfer coefficient, simply by locating
those regions where the thermal boundary layer is well
developed from the given temperature contours. In Fig. 3(a),
where E = 0.652, the upper eccentricity of the inner cylinder
has caused a relatively narrow gap near the top of the annular
enclosure in which no evidence of plume development is
found above the heated inner cylinder. Instead, near the top
of the vertical line of symmetry in the narrow gap, a local
region of conduction-dominated heat transfer is produced, a
phenomenon which is usually found at the bottom portion of
the annulus where the flow is inert and stably stratified. Also,
it reduces relative contribution of convection, thus the overall
heat-transfer coefficient k eq" for the annulus of high ec-
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(R-Ri)/(Rdr Rj) 
Fig. 4 Temperature distribution in radial directions: _ present 
method; «(0 deg), A (30 deg), n(60 deg), A(90 deg), o(120 deg), v(150 
and 180 deg) from experimental data [6] (RaL = 4.8 x 104, R,/fl0 = 
0.3846, f = 0.652 upper vertical) 

(R-Ri)/(R0-Ri) 

(R-Ri) / (R0 -Ri) 

(R-Ri)/(R0-Ri) 

(R- RIMRO-R,) 
Fig. 5 Radial temperature distribution for concentric annuli: R,/fl 
0.2(A), 0.4(B), 0.6(C), and 0.8(D); RaL = 1.0 x 104 

well-defined plumes that are shed from the inner cylinder and 
impinge on the top of the outer cylinder. The thermal 
boundary layers are well developed along the entire surface of 
the inner cylinder, and along much of the outer cylinder 
excluding the part of surface submerged in the inert fluid layer 
at the bottom. For the case of lower eccentricity (Fig. 3(c)), 

Fig. 6 Eccentricity dependence of the overall equivalent thermal 
conductivities: RaL = 1.0 x 104 and R///?0 = 0.3846, (a) along the line 
of symmetry, (b) along the centered horizontal line 

the plume development is noted very salient. Attention is now 
directed to the effect of some parametric variables for lower 
Rayleigh number flows which is not much discussed in the 
literature. 

The Effect of Radius Ratio for Concentric Cylinders 

Taking fixed parameter values as e = 0.01, RaL = 1.0 x 104, 
Pr = 0.706, a variation in the radius ratio of the inner and 
outer cylinder was made to examine its effect on the con
vection heat transfer. Figure 5 represents temperature 
distribution along radial lines for R,/Ra=Q.2, 0.4, 0.6, and 
0.8. The four different temperature plots A, B, C, and D 
demonstrate that temperature curves and their slope have 
reduced angular dependence as the radius ratio is increased. 
The temperature inversion phenomenon, that is the fluid layer 
near the warmer surface becomes cooler than that near the 
colder surface, is distinct for Rj/R0 = 0.2 and 0.4, but not for 
higher values of Rj/R0. As the radius ratio grows, con
tribution of the convection to the overall heat transfer is 
reduced contrary to the role of conduction, the curves for high 
radius ratio being in tendency for gathering around the pure-
conduction diagonal line of negative unit slope. Another 
observation was made from the calculated streamline con
tours, not shown here, that the centers of the twin vortices are 
lowered to the middle half in the symmetric annular passages 
with higher radius ratio. It is also directly related to the 
aforementioned phenomenon of reduced angular dependence 
in the narrowed annuli. 

The Effect of Position of the Inner Eccentric Cylinder 

In Table 1, the overall equivalent conductivities are 
presented for various eccentricities with fixed aspect ratio 
Rj/R0 =0.3846 and Pr =0.706. Pure conduction heat transfer 
is increased with eccentricity, which is revealed by the in
creasing specific conductivity Kt as a function of e. The 
overall equivalent thermal conductivity Keqe is decreased as 
the eccentricity grows when e>0.5, which is true in general 
for all angular position 6P of the eccentric inner cylinder. 
Interpretation is as follows: because of the narrowed gap in 
the large eccentric annulus thermal convection by large 
recirculating vortices becomes more and more difficult in 
contrast to the growing influence of the thermal conduction. 
For example, for R a ^ l . O x 104 the maximum value of 
Keqti occurs at about e = 0.10 in lower position when the inner 
cylinder is moved along the symmetry line. For the same 
Rayleigh number, maximum Keqe is identified with the 
concentric annulus when the inner cylinder is moved along the 
horizontal line passing through the center of the outer 
cylinder (6P = 90 or 270 deg; see Figs. 6(a) and 6(b)). Contrary 
to Keq(, the second equivalent conductivity, KeQtC, has highest 
value near the extreme eccentricity due to the large con
tribution of thermal conduction. When the inner cylinder is 
moved down from the top extremum position following the 
vertical symmetry line, Keq<c is decreased somewhat before it 
begins to increase steadily. The point of minimum Keqc 
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Fig. 7(a) Isotherms for annuli of the same eccentricity but in different 
angular positions: 0„ = 0 deg(A), 45 deg(B), 90 deg(C), 135 deg(D) and 
180deg(E);A<*> = 0.01 (RaL = 1.0 x 104,e = 0.623, fl,/R0 = 0.3846) 

occurs near e = 0.01, 8p =0 deg for RaL = 1.0 x 103 and near 
e = 0.50, 6p=0 deg for RaL = 1.0 x 104. The existence of 
minimum value for Keq c reflects the fact that away from the 
conduction-dominant extremum positions some distance is 
needed for the inner cylinder to move down along the line of 
symmetry until convection assumes an active role in the 
overall heat transfer. These results are graphically represented 
in Fig. 6(a). For RaL = 1.0 x 104, the value of Keqc decreases 
by 7 percent as the inner cylinder at e = 0.01 is moved up to 
e = 0.623 in the upper position and increases by 11 percent as it 
is moved down to e = 0.623 in the lower position. These 
changes are very similar to those observed by Kuehn and 
Goldstein experimentally [7]. 

For fixed eccentricity e = 0.623, the inner cylinder is moved 
circumferentially now. One can read from Table 1 that, by 
increasing 6P both overall equivalent conductivities Keqil and 
KeqtC monotonously increase with azimuthal angle for 0 deg 
< bp < 180 deg. This clearly indicates that the role of con
vection increases with higher 6P. As dp is changed from 0 to 
180 deg the increase in Keq<i or KeQiC is 10 percent for 
RaL = 1.0 x 103 and as much as 20 percent for RaL = 1.0 x 
104. Detailed isotherms and streamlines are presented in Fig. 
7(a) and 1(b), respectively. In the narrowest part of the gap, 
the conduction-dominancy is readily recognizable from the 
isotherm plots. Also, as seen from the streamline contours, 
more and more fluid is mobilized in the convection currents 
with increasing 0p to deliver thermal energy from the inner 
heated cylinder to the colder outer cylinder. It is noted that the 
positional influence on the heat transfer is felt more strongly 
from the isotherm plots than from the streamlines, since the 
temperature inversion phenomenon becomes very dis
tinguished as dp is increased. 

Fig. 7(b) Streamlines for annuli of the same eccentricity but in dif
ferent angular positions: 0„ = 0 deg(A), 45 deg(B), 90 deg(C), 135 
deg(D), and 180 deg(E); A^ = 0.88(A), 0.88(B) 1.11(C), 1.72(D), and 1.99(E) 
(RaL = 1.0 x 104,e = 0.623, R,IR0 = 0.3846) 

In Figs. 8(a) and 8(6) the angular position is fixed this time 
along the horizontal line (6p = 90 deg) and different ec
centricities are considered as e = 0.25, 0.50, 0.65, and 0.75. 
These cases are denoted respectively by from A to D in the 
isothermal contours of Fig. 8(a) and streamline plots of Fig. 
8(b). The remarkable process of vortex splitting by the ap
proaching cylinders is sequentially observed in Fig. 8(b). For 
the high eccentricity the conduction-dominating flow region 
at the narrowest gap of the annuli becomes locally stagnant, 
which results in splitting of the core of the vortex in the 
constricted region into two subvortices rotating in the same 
direction. At first, the vortex core only is halvened, but as the 
gap is further narrowed local stagnant region grows large 
enough to bisect the whole vortex even much before the two 
cylinders come into contact. In the wider part of the eccentric 
annulus the vortex current is slowed down and location of its 
core is lowered as eccentricity is increased. From the plot of 
overall equivalent thermal conductivities Keqt and Keqc in 
Fig. 6(b), we can observe that the relative role of convection is 
steadily decreased with higher eccentricity, whereas the 
overall heat transfer is changed to increasing pattern after a 
slight decrease near e = 0.50. This is again surely due to the 
contribution of conduction for increased eccentricities. It is 
noted that the decreased degree of plume development and 
temperature inversion with higher eccentricities, as seen in 
Fig. 8(a), and the slowed-down stream speed together with the 
vortex halvening seen in Fig. 8(b) are all consistently related 
with the magical interaction between the conduction and the 
convection discussed so far. 

Concluding Remarks 

The finite-difference solution of the system of partial 
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Fig. 8(a) Isotherms for annuli in the same angular position but of 
different eccentricity: e = 0.25(A), 0.50(B), 0.65(C), and 0.75(D); A<j> = 
0.11 (RaL = 1.0 x 1O4,0p = 90deg,fl, /fl0 = 0.3846) 
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Fig. 8(b) Streamlines for annuli in the same angular position but of 
different eccentricity: t = 0.25(A), 0.50(B), 0.65(C) and 0.75(D); A<p 
1.16(A) 1.09(B), 1.11(C) and 1.44(D) (RaL 

R,/R0 = 0.3846) 
1.0 x 10" 90 deg, 

differential equations formulated in the bipolar coordinates 
has yielded very interesting laminar Bousssinesq flows for 
various aspect of the eccentric annuli. Definition of three 
different kinds of conductivities Ke, Keqe and Keqc among 
which only two are independent, has made it possible to look 
into the relative role of convection and conduction in the 
overall heat transfer. From the discussions made previously, 
one could summarize some important findings: 

1 The bipolar coordinate system can be used for very small 
eccentricity to obtain the thermal characteristic of concentric 
cylinders which is useful for engineering applications. 

2 For fixed eccentricity and aspect ratio R,/RQ, the overall 
heat transfer is increased due to the expanded convection as 
the azimuthal angle 6p of the inner cylinder is increased. 

3 For a fixed aspect ratio, when the inner cylinder is moved 
outward from a concentric position along a horizontal line 
(dp = 90 deg), convection heat transfer decreases contrary to 
the conduction heat transfer which grows with a faster rate. 
Consequently, Keqi decreases and Keqc increases with the 
eccentricity. 

4 As the inner cylinder is moved downward along a vertical 
symmetry line, for RaL = 1.0 x 104 and /?,-//?0 =0.3846 the 
maximum of Keqc occurs at about e = 0.10 on 0̂  = 180 deg 
and the minimum of Keqc occurs at about e = 0.50 along 
0p=Odeg. 

5 For concentric annuli, larger diameter ratio means 
decreased angular dependence of the local thermal charac
teristics. 
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Laminar and Turbulent Natural 
Convection in the Annuius 
Between Horizontal Concentric 
Cylinders 
Numerical solutions are presented for the steady-state, two-dimensional natural 
convection in the annuius between two horizontal concentric cylinders which are 
held at different constant temperatures. Solutions for the laminar case are obtained 
up to Rayleigh number (based on gap width, L) of 10s. Turbulent flow results are 
presented for the Rayleigh number range of 106 — 107. the k-e turbulence model has 
been applied to obtain the results. Buoyancy effects on the turbulence structure are 
also accounted for. The results for both the laminar and turbulent cases are in good 
agreement with available experimental data and other solutions in the literature. All 
results presented are for the outer cylinder diameter to inner cylinder diameter ratio 
of 2.6. 

Introduction 

Natural convection in concentric annuli has been the 
subject of interest of many researchers due to its various 
applications in engineering devices including the receivers of 
some focusing solar collectors. The problem was investigated 
experimentally by Liu et al. [1], Lis [2], and Grigull and Hauf 
[3] among others [4, 5]. Photographs showing the dependence 
of the flow patterns on the Grashof number and diameter 
ratio were presented by Powe, Carley and Bishop [6]. The 
analytical solutions available in the literature are generally 
valid for small Rayleigh numbers [7, 8]. More recently Jischke 
and Farschi [9] have used boundary-layer theory to analyze 
the flow in the laminar regime. Raithby and Hollands [10] 
have considered the high Rayleigh number boundary-layer 
limit with a conduction-layer model. Their empirical analysis 
correlates data quite well, but it gives no information about 
the flow and temperature fields. Kuehn and Goldstein also 
obtained experimental data by optical methods and obtained 
theoretical results numerically [11, 12]. Numerical results 
were presented only for the laminar case up to a Rayleigh 
number (based on gap width, L) of 105. An outside diameter 
to inside diameter ratio of 2.6 was used in these solutions. The 
diameter ratio is significant as previous studies have suggested 
[6], since the flow patterns are dependent on it, especially 
when the flow undergoes transition from laminar to tur
bulent. 

In the present study, numerical solutions are presented for 
the steady-state, two-dimensional natural convection in the 
annuius between two horizontal concentric cylinders. 
Solutions are presented over a wide range of Rayleigh 
numbers which encompasses both the laminar and turbulent 
flow situations. For the laminar case, the problem consists of 
solution of the three elliptic partial differential equations (i.e., 
vorticity, stream function, and temperature) in a two-
dimensional space with specified boundary conditions [13]. 
Solutions for the laminar case are obtained up to a Rayleigh 
number of 105 for air. Previous experimental studies [2, 11] 
have suggested that turbulence sets in when the Rayleigh 
number exceeds the above value. A two-equation (k-e) 
turbulence model has been used here to predict the natural 
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convective flow in the annuius for Rayleigh numbers above 
105. The k-e model, proposed first by Launder and Spalding 
[14], has been applied previously to calculate forced and 
boundary layer flows with success. Relatively less work has 
been done in predicting buoyancy driven recirculating tur
bulent flows numerically [15]. In the model used, turbulence 
is characterized by transport equations for time-averaged k, 
the turbulent kinetic energy and e, its rate of dissipation. The 
equations for the time-averaged stream function, vorticity, 
and temperature along with the differential equations for k 
and e are solved simultaneously in the same manner as for the 
laminar case [16]. 

An outside diameter to inside diameter ratio of 2.6 and air 
properties at atmospheric pressure were used in the following 
calculations. The applicability of the method used is, 
however, not limited to the above cases. 

Problem Statement 

Prediction of natural convection in a two-dimensional 
cylindrical annuli requires the solution of coupled partial 
differential equations. In the laminar flow regime, these 
equations are obtained from the conservation of mass, 
momentum, and energy principles. In the turbulent flow, two 
additional equations, k* and e* are considered [14, 16]. By 
using the stream function-vorticity formulation, the five 
governing equations can all be represented as a single elliptic 
equation in the following form [17]: 

ldr*\ dd ) dd\ dr* / J L dr* \ dr* I 

uV)J=-^ (1) 

where the expressions in the first set of brackets on the left 
hand side of the equation represent the convective terms. The 
remaining part of this side represents the diffusion terms and 
the right hand side shows the source/sink terms. The laminar 
flow regime is described by three equations, 4> representing the 
dependent variables i/-*, co*, and T". For the turbulent flow 
regime, 0 represents the time-averaged values of \p*, a>*, V, 
k*, and e*, thus five equations need be solved. In generating 
these equations from equation (1), the multipliers a*, £>*, c* 
and d4, take appropriate expressions as summarized in Table 
1. For laminar regime, /t*is set equal to zero in the expressions 

+ • 
dd 
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Table 1 Coefficients for the flow equations 
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1 
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Pr aT 

1 + A. 

c* 
1 

1+M? 
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1 

1 

-a, 

rf* 
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1 dT* 1 
sin0 + — —x- cosfl 

0 

sk 

sc 

+ C,Gr H 1 dT* 

r* ~d~6 
SVCid -

dT* 

"dr* 
cos0 + CV (3) 

acrA. = l., ae= 1.3, CTT-=1. [14] 

and only the first three equations are considered. For tur
bulent regime, even though the two-dimensional mean motion 
is studied, the fluctuating components of velocities in all three 
dimensions were taken into account. In this case, aT, ak, and 
ae are the turbulent Prandtl numbers for T, k and e, 
respectively. The source terms Sk and Sc for the k* and e* 
equations for buoyancy driven recirculating flow (in polar 
coordinates) are given by 

L dr* \r* / r*dd\ J 

a* r dT* dT* l 
+ G r — sint? cos 0 +e* 

aT L r*dd dr* J 

L dr* \r*/ r*ddi i 

N o m e n c l a t u r e 

(2) 

The effect of buoyancy on the creation of turbulence energy is 
taken into account by the second term in the expression for 
Sk. 

The empirical constants are taken as C{ = 1.44 and C2 = 
1.92 [14]. C3 is taken as being equal to C, by assuming similar 
contributions from buoyancy and gradient production terms, 
and a sensitivity study on C3 is presented later. 

Boundary Conditions 

Solution of elliptic equations requires that the boundary 
conditions be specified along the entire boundary which 
encloses the flow field. The inner cylinder is considered to be 
held at a uniform temperature, T-„ and the outer cylinder at a 
uniform temperature T0 such that T, > T0. Because of the 
geometry considered a vertical symmetry plane exists and the 
problem is solved only for the vertical half plane. The stream 
function is constant along each wall, as well as along the lines 
of symmetry. Since no flow enters or escapes from the en
closure, the stream function is set equal to zero on all the 
boundaries. The vorticity is zero on the symmetry lines. It is 
assumed that at the lines of symmetry the angular derivatives 
of the temperature vanish. 

For \p*, co*, and T*, the same boundary conditions are used 
for laminar and turbulent regimes, except for the latter, time-
averaged quantities are considered instead. 

The complete set of boundary conditions used in generating 
the results are given in Table 2 [11, 13, 15, 18]. 

Solution Procedure 

Both for the laminar and turbulent cases, the equations of 
the previous sections are transformed into difference 
equations by using a finite difference method presented by 
Gosmanet al. [17]. 

A grid is established by dividing the region in the r and 6 
directions. For the laminar flow predictions a grid of 25 X 51 
(r X 0) was considered while for the turbulent flow cases a 

c, ,c2 

D0 

CP 
•A 

8 
hi 

K 

= empirical turbulence model constants 
= constant of proportionality, equals 0.09 
= specific heat at constant pressure 
= outer and inner cylinder diameters 
= acceleration of gravity 
= local heat-transfer coefficient on inner cylinder 

QWi/(T,-T0) 
= local heat-transfer coefficient on outer cylinder 

q„ /(Ti-T0) 
= turbulent kinetic energy = (1/2) 

(v'r
2 + v'„2 + v'z

2) 

= L2k/v2 

= gap width (D0 - Z),)/2 
= heat flux from cylinder surface 
= radial coordinate 
= rlL 
= Rayleigh number, based on gap width, 

P2gflLHTi -T0)cp/p\ 
T = temperature, T + T' 

T-, = temperature of inner cylinder 
T0 = temperature of outer cylinder 
T* = {f-T0)/(Ti- T0), 
vr = radial velocity component, vr + vr' 
v* = Lvrlv 
ve = circumferential velocity component, ve + ve' 

v* = Lve/v 
vz = velocity component in the axial direction, 0 

v/ 

Greek Letters 

0 = 

k* 
L 

Qv, 

r 
r* 

RaL 

thermal coefficient of volume expansion 
e = dissipation rate of turbulent kinetic energy 

e* = L4e/vz 

6 = circumferential (angle) coordinate 
X = thermal conductivity 

Xeq = local equivalent conductivity, 
ht Dj \n{D„/Dj)/2\ for inner cylinder, 
h0D0\n(D0/Dj)/2\for outer cylinder 

Xeq = average equivalent conductivity 
<j> = a dependent variable 
li = molecular viscosity; 

k2 

Hi = turbulent viscosity, C^p — 
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= 
= 
= 
= 
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density 
dynamic viscosity 
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Table 2 Summary of the boundary conditions 

Variable 
Inner 

cylinder 
Symmetry 

plane 
Outer 

cylinder 

V 

w* 

r* 

k* 

e*b 

f = o 

(Ar')2 

T* = l 

k"=Q 

,- .3/4 / . '3/2 

e" K Ar* 

f =0 

co*=0 

dT* 

de "° 
dk* 

de ~° 
3e* 

C O * = 

^ 

f =0 

(A/-*)2 

r*=o 

k*=0 

ri/4 ,.'3/2 

K Ar ' 

" I/-* is to be evaluated at Ar* into the fluid. 
* Subscript p represents the nearest grid point from the wall, K is 

the von Karman constant and is equal to 0.42. 

denser grid of 41 X 51 was used. Because of the large 
gradients occurring near the inner and outer walls, the node 
spacing in the r-direction near the walls is reduced by a factor 
of 2 as compared to the central region. 

The calculations were performed on a Burroughs B7700 
digital computer. To obtain convergence, about 300 iterations 
were needed for the laminar cases and about 600 iterations for 
the turbulent flow predictions with CPU times of 15 and 50 
min, respectively. For higher Rayleigh numbers, the solutions 
of the previous case were used as initial values in the iterative 
process. Due to the relatively large variations during initial 
iterations for k* and e* under-relaxation had to be used to 
obtain converged solutions [17], Ah under-relaxation factor 
of .5 was found to be satisfactory. No under or over-
relaxation factor was used for any of the other variables. 

Results and Discussion 

Initially, solutions were obtained for the laminar case, 
which could be directly compared with previously published 
results. Once the validity of the approach was established, the 
k-e turbulence model was applied to the similar flow 
situations with higher Rayleigh numbers. The sufficiency of 
grid sizing and suitability of the approach were determined by 
generating data which agree with experimental and other 
theoretical methods available in the literature for similar flow 
problems. 

The flow and heat transfer results can be divided into 
several regimes. Below a Rayleigh number of 102 the 
velocities are too small to affect the temperature distribution, 
which remains essentially as in pure conduction. A transition 
region exists for Rayleigh numbers between 102 and 3 x 104. 
Since the laminar flow case is documented [11], the stream 
lines and isotherms are presented for a single case of Ra = 
104 in Figs. 1(a) and 1(b), respectively, to demonstrate the 
applicability of the numerical scheme and for qualitative 
comparison. The radial temperature inversion appears, 
suggesting the seperation of the inner and outer cylinder 
thermal boundary layers. Previous experimental observations 
[6] suggest that near a Rayleigh number of 105 for air at this 
diameter ratio the crescent-shaped flow pattern is charac
terized by oscillations about the longitudinal axis; therefore, 
the results obtained during this study for RaL = 105 can be 
viewed as the time-averaged values. Unlike in reference [11], 
convergence was obtained for RaL = 105 with air. This could 
be due to the upwind difference treatment of the convective 
terms which is known to give better convergence than the 
central difference schemes [17]. Heat transfer results are 
presented in terms of the local equivalent conductivity, which 
is defined as the ratio of the thermal conductivity that a 

Fig. 1(a) Streamlines in laminar flow for HaL = 104,Pr = 0.721, D0/D(-
= 2.6, Ai£* = - 2.0 

Fig. 1(b) Isotherms in laminar flow for Ra^ 
= 2.6, AT* = 0.1 
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Fig. 2 Distribution of local equivalent conductivities for the inner and 
outer cylinders; RaL = 104, Pr = 0.721, D0 /D, = 2.6 

motionless fluid in the gap must have to transmit the same 
amount of heat as the moving test fluid to the actual thermal 
conductivity of the test fluid. Figure 2 shows the distribution 
of local equivalent thermal conductivities for the inner and 
outer cylinders at RaL = 104, along with previously reported 
data [11]. Having thus established the validity for the scheme 
for laminar flow, the k-e model was then applied for tur
bulent flow predictions. 

All of the results are described only on a semicircular region 
since the problem is symmetric. The results are obtained up to 
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Fig. 3 Streamlines in turbulent flow for RaL = 106, Pr = 0.721, D0ID; Fig. 3(b) Isotherms in turbulent flow for RaL = 106, Pr = 0.721, D0 /D, 
= 2.6 = 2.6 

Fig. 4(a) Constant turbulent viscosity lines for RaL = 106, Pr = 0.721, Fig. 4(b) Constant turbulent kinetic energy lines for RaL = 10 
D0ID, = 2.6 Pr = 0.721, D0ID, =2.6 

Fig. 5(a) Streamlines in turbulent flow for RaL = 107 , Pr = 0.721; Fig.5(b) Isotherms in turbulent flow for RaL = 107 , Pr = 0.721, D0 /D; 
D0IDj = 2.6 = 2.6 
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Fig. 6(a) Constant turbulent viscosity lines for RaL = 107, Pr = 0.721, 
D0ID; = 2.6 

Fig. 6(b) Constant turbulent kinetic energy lines for RaL = 107, Pr > 
0.721, D0IDj = 2.6 
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Fig. 7 Average equivalent conductivity as a function of Rayleigh 
number 

a Rayleigh number of 107 with D0IDi = 2.6 and Pr = 0.721. 
Time-averaged stream function, temperature, turbulent 
viscosity, and turbulent kinetic energy results are shown in 
Figs. 3(a), 3(b), 4(a), and 4(b), respectively, for RaL = 106 

and Figs. 5(a), 5(b), 6(a), and 6(b), respectively, for RaL = 
107 

The two-dimensional recirculation patterns are similar to 
those obtained in the laminar results. However, the location 
of the maximum value of the stream function moves further 
upward. The profiles in Figs. 3(a) and 5(a) show, respectively, 
thin boundary layers compared to the size of the gap and the 
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Fig. 8 Distribution of local equivalent conductivities for the inner 
cylinder, (turbulent regime), Pr = 0.721, D0/D,- = 2.6 
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Fig. 9 Distribution of local equivalent conductivities for the outer 
cylinder, (turbulent regime), Pr = 0.721, D0/D,- = 2.6 

continued presence of the temperature inversion in the center, 
although this is not as pronounced as at lower Rayleigh 
numbers. The above observations are consistent with previous 
experimental work in this Rayleigh number range [12]. The 
velocities at the bottom of the annulus are very low compared 
to the velocities at the middle and top regions. At RaL = 106, 
the maximum value of the turbulent viscosity is about four 
times the molecular viscosity and at Ra£ = 107 is about 
fourteen times as large. The turbulent viscosity is only 
significant in the top half of the annulus. The flow is thus not 
completely turbulent in the whole annulus for Rayleigh 
numbers between 106 and 107, because the regions of 
significant turbulent viscosity are limited. 

As seen in Figs. 4(b) and 6(b), the values of k* are large 
along the plume and very low at the bottom of the annulus. 
The relative importance of the two sources of turbulent 
kinetic energy, shear and buoyancy, becomes evident from 
these figures. The e* distribution in the field is not presented 
as its value can be readily obtained from its definition once 
the values pf and k* are known (except at regions very close to 
the wall). 

The heat transfer results were obtained in a similar way as 
for laminar flow. Figure 7 shows the present numerical results 
for a Rayleigh number range of 103 -107 for D0/Dt = 2.6 
and Pr = 0.721. Two. previously obtained correlations are 
shown for comparison. The present results agree well with the 
correlation of Lis [2] and the conduction boundary-layer 
model developed by Raithby and Hollands [10].. 

Figures 8 and 9 show the distributions of local equivalent 
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Table 3 Results of sensitivity study for C3 Ra = 106 

C3 Xeq '/'min 

1.44" 6.31 -109.4 
C3+20% +3.95% +4.98% 
C3 + 10% +1.70% +2.19% 
C3-10% -2.21% -1.77% 
C3-20% -4.77% -3.02% 

"The reference value for C3, i.e., C3 = Ct 

thermal conductivities for the inner and outer cylinders, 
respectively, in the turbulent regime. Essentially, the results 
follow the distributions similar to that for the laminar case. 
The presence of turbulence, however (e.g., in the upper corner 
near the outer cylinder), causes substantially higher heat 
transfer in certain regions. Experimental results of Kuehn and 
Goldstein [12] are also included for the purpose of qualitative 
comparison only, since those data are for pressurized nitrogen 
where as the results presented here are obtained using the 
properties of air at atmospheric conditions. 

A sensitivity study was carried out in order to determine the 
effects of the model constant, C3, on the calculated results. 
The other coefficients were not included, since they have been 
optimized against experiments for forced flows and used with 
a reasonable degree of success by several previous in
vestigators [14, 17]. The results of varying the constant C3 by 
± 10 percent and ±20 percent (from the reference value of C3 

= C t) are shown in Table 3. The effect of variation of C3 on 
the mean equivalent conductivity, minimum stream function, 
maximum turbulent viscosity, maximum turbulent kinetic 
energy, and maximum dissipation rate is shown. It is observed 
that the effect on the heat transfer results and streamlines are 
slight. The effect on the turbulent quantities is quite strong. 
This is especially true when C3 > C,. However, C3 > C, is 
not recommended for use in this problem because near the top 
and the bottom regions the boundary layers become close to 
being horizontal. A sensitivity study for C3 was reported for 
the rectangular enclosure problem with similar observation 
[15]. For the present case, the location of occurrence of the 
maximum turbulent quantities did not change appreciably 
with the variation of C3. 

With this study, the use of a finite difference technique in 
solving recirculating natural convection and application of the 
k—e model is demonstrated. A finer grid is required for 
predicting the flows with still higher Rayleigh numbers since 
the boundary layers close to the walls become thinner. Ap
propriate wall-functions for these types of flows would help in 
obtaining results without invoking excessive computer time 
[19]. Further work in this area is under consideration. 
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Wortex Instability of Free 
Convection Flow Ower Horizontal 
and Inclined Surfaces 
The vortex instability characteristics of laminar free convection flow over 
horizontal and inclined isothermal surfaces are studied analytically by linear theory. 
As a prelude to the analysis, the effects of the angle of inclination on the main flow 
and thermal fields are re-examined by a new approach. Numerical results are 
presented for wall shear stress, surface heat transfer, neutral stability curve, and 
critical Grashof number for Prandtl numbers of 0.7 and 7 over a wide range of 
angles of inclination, <jy, from the horizontal. It is found that as the angle of in
clination increases the rate of surface heat transfer increases, whereas the 
susceptibility of the flow to the vortex mode of instability decreases. The present 
study provides new vortex instability results for small angles of inclination (0<5O 
deg) and more accurate results for large angles of inclination (4> > 30 deg) than 
previous studies. The present results are also compared with available wave in
stability results. 

Introduction 

It is now well established from experimental and analytical 
studies that laminar free convection flow over an inclined, 
upward-facing heated plate is unstable to both vortex and 
wave modes of disturbances (see, for example, [1-12]). The 
instability of the flow that occurs as the result of a secondary 
flow in the form of longitudinal vortex rolls is due to the 
presence of a buoyancy force component that acts in the 
direction normal to the plate. The experimental work of 
Lloyd and Sparrow [2] on free convection flow over inclined, 
upward-facing heated plates in water showed that instability 
of the flow is of the Tollmien-Schlichting wave mode for 
inclination angles of less than 14 deg from the vertical, 
whereas the mode of instability is characterized by the 
longitudinal vortex rolls for inclination angles in excess of 17 
deg from the vertical. For angles between 14 and 17 deg, both 
modes of instability were found to coexist in this zone of 
continuous transition. 

The experimental finding of Sparrow and co-workers [1,2] 
has stimulated several analytical studies (see, for example, 
[3-6]) on the subject matter. From their independent analyses 
of the vortex instability of free convection flow adjacent to an 
inclined, upward-facing heated plate, both Hwang and Cheng 
[3] and Haaland and Sparrow [4] found that the susceptibility 
of the flow to the vortex mode of instability increases with 
increasing angle of inclination from the vertical. Sub
sequently, Kahawita and Meroney [5] re-examined the same 
problem and predicted that for a Prandtl number of 0.72 the 
vortex mode of instability crosses over into the wave mode of 
instability at an inclination angle of about 17 deg from the 
vertical. Their prediction thus agrees well with the ex
perimental observation of Lloyd and Sparrow in water [2]. 
This inclined plate problem was also analyzed by Iyer and 
Kelly [6] who found that for a Prandtl number of 6.7 the 
crossover from the vortex to the wave mode of instability 
occurs at an inclination angle of 4 deg from the vertical. 
However, their calculations of the total amplification of each 
disturbance from its predicted point of onset of instability to 
the point of observed instability showed that good 
correltaions with the experimental observations were 
achieved. In addition, they found that for the upward-facing 
heated plate the susceptibility of the flow to the wave mode of 
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disturbances increases with increasing angle of inclination 
from the vertical. This finding is in qualitative agreement with 
another analysis [7] and available experimental data [2, 8]. 

In all the analytical studies on both the vortex and wave 
modes of instability of flow over inclined, heated plates that 
have been conducted to date, the main flow and thermal fields 
employed in the analyses were approximated by the similarity 
solution for a vertical plate, with the gravity component 
parallel to the inclined plate, g COSY, incorporated in the 
Grashof number. That is, in these analyses, the normal 
component of the buoyancy force that induces the streamwise 
pressure gradient in the main flow is neglected. Thus, the 
instability results from these analyses are not valid for angles 
of inclination from the vertical that are not small (say, for y 
larger than 45 deg). Furthermore, it is precisely this normal 
buoyancy force component that is responsible for the oc
curence of the longitudinal vortex rolls; the neglect of this 
component in the main flow in the stability calculations will 
lead to serious errors in the results when the angles of in
clination from the vertical are large. In view of this and the 
fact that the first onset of the instability of the flow is of the 
vortex mode for inclination angles y larger than about 17 deg, 
an accurate analysis of the vortex instability of the flow for 
inclination angles 0 deg < 7 < 90 deg from the vertical or 0 
deg < 4> < 90 deg from the horizontal, without ap
proximation in the main flow, is warranted. This has 
motivated the present study. 

In the present investigation, attention is focused on the 
analysis of vortex instability of free convection flow over 
inclined, upward-facing heated plates for angles of inclination 
from the horizontal, </>, that range from 0 to close to 90 deg. 
This is in constrast to the previous analyses [3-6] that are 
generally valid only for </> > 45 deg. Thus, the present study 
covers the range of angles 0 < </> < 45 deg that are close to the 
horizontal in which no reliable stability results are available in 
the literature. In the main flow analysis, both the streamwise 
and normal components of the buoyancy force are retained in 
the momentum equations. The governing conservation 
equations are transformed such that the nonsimilarity 
parameter %{x) varies with the streamwise coordinate x to a 
positive power and depends also on the angle of inclination 
from the horizontal, 4>. The resulting system of equations is 
then solved by an efficient finite-difference method. This 
approach is different from other mainflow analyses that are 
based on either a perturbation solution from the vertical plate 
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(see, for example, [13]) or a perturbation solution from the 
horizontal plate [14]. It also differs from the recent analysis 
of Hasan and Eichhorn [15] for inclination from the vertical. 
The stability analysis is based on the linear theory. The 
eigenvalue problem consisting of the coupled differential 
equations for the velocity and temperature disturbance 
amplitude functions, along with their boundary conditions, is 
solved by Runge-Kutta integration scheme in conjunction 
with Newton-Raphson interation technique. 

Numerical results of interest, such as the local wall shear 
stress, the local Nusselt number, and the critical Grashof 
number, are presented for fluids having Prandtl numbers of 
0.7 (such as air) and 7.0 (such as water) for angle of in
clination <j> ranging from 0 to 80 deg from the horizontal. The 
present results are also compared with available wave and 
vortex instability results in the literature. 

Analysis 

The Main Flow and Thermal Fields. Before proceeding to 
the vortex instability problem, attention is directed to a new 
analysis of the main flow and thermal fields. Consider an 
inclined flat plate which makes an acute angle 4> from the 
horizontal, with its heated surface facing upward in a 
quiescent fluid at temperature, Tm, The heated surface of the 
plate is maintained at a uniform temperature, T„. The 
physical coordinates are chosen such that x is measured from 
the leading edge of the plate and y is measured normal to the 
plate. Under the assumption of constant fluid properties, 
along with application of the Boussinesq approximation, the 
governing conservation equations for the laminar boundary 
layer flow problem under consideration can be written as 

0 = 
dP 

~dy~ +g/3cos0(:r-roo) 

dT dT 
[/—— + V-dx dy 

d2T 

(3) 

(4) 

where P is the difference between the static pressure and the 
hydrostatic pressure (i.e., P = 0 outside the boundary layer) 
and the other conventional notations are defined in the 
Nomenclature. The streamwise pressure gradient induced by 
the buoyancy force can be related to the temperature dif
ference through equation (3) as 

dP 

~dx 
=*/scos0—J (r-r.)aEv 

The boundary conditions for equations (1-4) are 

U=V=0,T=Tw at y = 0 

[ / - O . r - T ^ as y-oo 

(5) 

(6) 

Equations (1), (2) with (5), and (4) can be transformed from 
the (x,y) coordinates to the dimensionless coordinates (£(x), 
•q(x,y)) by introducing a pseudo-similarity variable -q and an x-
dependent nonsimilar parameter £ as 

y /Grxcos<l>\ 
,e=«*) (7) 

along with a reduced stream function f(£,rj) and a dimen
sionless temperature d(%,rj) defind, respectively, by 

dU dV 

ox dy 
(1) 

/ / Gr v.cos0N 

M,n)--
T-Ta (8) 

u™- + v-dU 

dx dy 

+ gPsm<KT-TO0) + v-
d2U 

dy2 (2) 

The stream function \p(x,y) satisfies the continuity equation 
(1) with U=d^/3y, V=-d\P/dx, and Gr J=g/3(rw-7 '0 O) 
xi/v2 is the local Grashof number. 

By introducing equations (7) and (8) into equations (2) with 
(5), (4), and (6), one can arrive at the following system of 
equations: 

N o m e n c l a t u r e 

D" = 

f = 

dn/di\", differential 
operator 
i/(.x,y)/[5 c ( G r ^ c o s 
<£ /5 ) l / 5 ] , reduced 
stream function 
gravitational accel
eration 
gP^-T^/v2, lo
cal Grashof number 
x, characteristic length 
local Nusselt number 
perturbation pressure 
mainflow pressure 
Prandtl number 
d imens ion less am
plitude function of 
temperature distur
bance 
perturbation temper
ature 
mainflow temperature 
d imens ion less am
plitude functions of 
velocity disturbances 

u',v',w' = axial, normal, and 

Grx 

L 
Nu, 

P' 
P 

Pr 

r = 

T 
u,v,w 

spanwise components 
of velocity disturbances 

U, V = axial and normal 
velocity components of 
mainflow 

x,y,z = axial, normal, and 
spanwise coordinates 

Y-=r],Z = dimensionless normal 
and spanwise coor
dinates 

Greek Symbols 

a = 2ir/\, dimensionless 
wavenumber of dis
turbances 

i8 = coefficient of thermal 
expansion 

7 = angle of inclination 
from the vertical 

5 - boundary layer 
thickness 

i\ = {y/x){Gxxcos4>/5)U5, 
pseudo-similarity vari
able 

e = ( r - r„) / ( r w - roo), 
dimensionless tem
perature 

€ = 

P 
T 

+ = 

Superscripts 
+ 

Subscripts 

thermal diffusivity of 
fluid 
dimensionless wave 
length 
kinematic viscosity of 
fluid 
(Grxcos0/5)1/5tan</>, 
buoyancy force and 
inclination parameter 
density of fluid 
local shear stress 
angle of inclination 
from the horizontal 
stream function 

dimensionless disturb
ance quantity 
critical condition 
resultant quantity 

condition at wall 
condition at free stream 
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f" + 3 / / " - ( / ' ) 2 + y (ij*+ J ? &/,+ - ^ — d„J + £<? 

= 3*(/' -f" 
3f ) (9) 

^•v,. . ,^" ,.£) (10) 
1 

P r " '"•'" ~*V 9£ " di. 

with the boundary conditions 

/ (€ ,0)= / ' ({ ,0 ) = 0,fl(€,0)=l;/ '«,oo) = e(f,oo) = 0 (11) 

In the foregoing equations, the primes denote partial dif
ferentiation with respect to ?j and £ is found to have the ex
pression 

'Grxcos4>\ ws 

n ' ' (12) 
/G/ycosc/A 

tan0 

Equations (9-11) are valid for all angles except <f> = ir/2 (i.e., a 
vertical flat plate) because £ — °o as </>—7r/2. They reduce to 
those equations for free convection flow over a horizontal flat 
plate [14] when £ = 0 (i.e., when 0 = 0). The problem of a 
vertical plate can be found in the classical study of Ostrach 
[16]. The recent analysis of the main flow by Hasan and 
Eichhorn [15] for inclination from the vertical is good for 
4> = ir/2 and smaller, but it is not accurate for small values of 
4> and fails at 0 = 0 deg. Their main flow solution is therefore 
not suitable for use in the flow instability analysis when the 
angle </> is small (say, 0 deg < </> < 45 deg), as is encountered 
in the present study. The present main flow analysis thus has 
advantage over all other previous treatments of the inclined 
plate problem in free convection. 

Equations (9-11) were solved by an efficient finite-
difference method to provide the main flow quantities that are 
needed in the stability calculations and to provide other 
physical quantities, such as the local Nusselt number Nux and 
the local wall shear stress T„. The last two quantities are 
defined by 

•k(dT/dy)y= 
Nuy = -

T -T 
A W • ' 0 0 

X 

T 
dU 

y = 0 
(13) 

In terms of the dimensionless variables, equation (13) can be 
reduced to 

Nu 
/ GTXCOS6\ 

\—r-) = -r«,o), 

^(^r /5=/"(*,o) (14) 

Formulation of the Stability Problem. The derivation of 
the governing equations for the disturbances is based on linear 
stability theory. By confining attention to neutral stability, 
the disturbance quantities u',v',w',p', and t' may be 
assumed to be independent of x because of their weak x-
dependence under this condition. In addition, it is known 
from experiments [1] that the secondary flow vortex rolls are 
unchanging with time and periodic in the spanwise coor
dinate. Thus, the disturbances are taken to be functions of 
(y,z). These disturbance quantities are superimposed on the 
two-dimensional main flow quantities U,V,W=0, Pand Tto 
obtain the resultant quantities u,v, w,p and fas 

(15) 

it = 

v = 
w = 

P = 
t = 

U{x,y) + u'(y,z) 
V{x,y) + v'{y,z) 

w'(y,z) 
P(x,y)+p'(y,z) 

T(x,y) + t'(y,z) 

It is noted here that the x-dependence of the disturbance 
amplitude functions needs to be taken into account if the 
higher-order effects from the boundary layer growth on the 
disturbances are to be included in the analysis (see, for 
example, [17-21]). 

The resultant quantities given by equation (15) satisfy the 
continuity equation, the Navier-Stokes equations, and the 
energy equation for an incompressible, three-dimensional 
steady fluid flow. Substituting equation (15) into these 
equations, subtracting the two-dimensional main flow, and 
linearizing the disturbance quantities, one arrives at the 
following equations for the disturbances: 

dv' dw' 
+ — = 0 (16) 

dz 

dU 

~8x + v' 
dU 

+ V-

dy 

du' 

dy dy 

= gl3sm<l>t' + v[ ^2 
d2u' 

dy2 

dV 

~Jx~ + v' 
dV dv' 

+ V dy 

1 dp' 

P dy 

dw' 1 

P dy 

dy 

+ gPcos<j)t' + v( 

dp', ^ d> 

d2v' 

dy2 

dz 

dT 

~dx~ 
+ v' 

dT „ dt' 
+ V-

- ( 

dy2 

d2t' 

32v' + ?̂ 
d2w' ^ 

dz2 > 

d2t' 

dz2 

(17) 

(18) 

(19) 

(20) 
dy ' dy " \ dy2 

Next, after eliminating the pressure terms between equations 
(18) and (19) by cross differention, the above system of 
equations (16-20) is nondimensionalized by introducing the 
following dimensionless quantities 

£( GrLcos</>\ 
,Z = 

/GrLcos</>\ 

v' 

(21) 

,v + = 
GTLCOS(J)^ K /GTLCOS(I)\ i n K /GriCOs^N 

r\ 5 / ~T\ 5̂  / 5 
t' 

(22) 
K / G r L c o s 0 \ 

T V ~5 / 
in which GrL =g@(Tw - Tx) L3/v2 is the Grashof number 
based on a characteristic length L(x) defined by L = x, such 
that Y=ri and GrL=Gr j : . In addition, the main flow quan
tities, such as 3U/dx, dU/dy, V, 9K/9X, dv/3y, dT/dx, and 
dT/dy, are expressed in terms of /(£,?;), 0(£,»j) and their 
derivatives. The resulting dimensionless disturbance 
equations are further simplified by letting 

u+ =u(Y)eiaZ,v+ =v(Y)eiaZ, 

w+ =w(Y)eiaZ,t+ =t(Y)eiaZ (23) 

where a is the dimensionless wave number of the distur
bances. That is, the stationary longitudinal vortex rolls are 
taken to be periodic in the spanwise Z-direction, with am
plitude functions depending only on Y. The result of the 
aforementioned operation leads to the following system of 
equations for the disturbance amplitude functions: 

[(D2-a2)-BlD + B2]u = B3v-5Pr(Grxcos<j)/5y/5tan<l>t (24) 

[(£>2 - a2)2 -BXD(D2 - a2) -B2(D
2 - a2)]v 

(25) 

(26) 

= 5 4 a
2 u + 5a2 Pr(Grxcos</>/5)2/51 

[(D2-a2)-BlPrD]t = B5u + B6v 
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with the boundary conditions 
u = v~Dv=t = 0 at 77 = 0 and 77=00 (27) 

In equations (24-27), D" stands for dn/di\" and the 
boundary conditions, equation (27), arise from the fact that 
the disturbances vanish at the wall and in the free stream. The 
condition Dv = 0 results from the continuity equation 
dv+ /dY+dw+ /dZ = 0 along with w+ = 0 at 57 = 0 and 17 = 00. 
The coefficients Bx (£,17) through 56(£,rj) in the equations have 
•the expressions 

5,=2r7/ ' -3 / -3£d/ /d£ (28) 

B2=2rf»-f'-3tdf'/dl: (29) 

B3=5f" (30) 

B4 = y (4V
2r +2nf-6f- mVdf/da 

+ i2?a//a?+9^a2//a?2) (3i) 

B5 = - — (2V6'-3Sdd/d& (32) 

B6 = 6' (33) 

The system of equations consisting of the three coupled 
differential equations, equations (24-26), along with their 
boundary conditions, equation (27), constitutes an eigenvalue 
problem of the form 

E(Grx,a;Pr,ct>) = 0 (34) 

In determining the neutral stability curve for a given Prandtl 
number, Pr, and a given angle of inclination, </>, the value of a 
satisfying equation (34) is sought as the eigenvalue for a 
prescribed value of Gvx. 

Numerical Method of Solutions 

The system of equations for the main flow and thermal 
fields, equations (9-11), was solved by a finite-difference 
scheme similar to, but modified from that described in [22] to 
provide the main flow quantities 5i(£,rj) to B6(Z,rj) that are 
needed in the stability computations as well as the local 
Nusselt number and the wall shear stress. The details of the 
finite-difference method of solution are omitted here. The 
stability problem, equations (24-27), was solved by a fourth-
order Runge-Kutta numerical integration scheme. The in
tegration of the equations was started from 17 = 00 to 17 = 0 (at 
the wall). Thus, to proceed with the numerical integration, the 
boundary conditions at 77 = 00 needed to be approximated by 
the asymptotic solutions of equations (24-26) at 17 = 1700 (i.e., 
at the edge of the boundary layer). The asymptotic solutions 
for u,v, and /a t 17 = 1700 and the procedure for the numerical 
solution of the eigenvalue problem parallel those described in 
[23] and are therefore not repeated here. It suffices to mention 
the highlights of the eigenvalue problem. With a preassigned 
value of £= (Grxcos(/i/5)'/5 tan</>, the main flow solution is 
first obtained for a fixed Prandtl number, Pr. Next, with the 
inclination angle <f> specified, the parameter Grx 
cos0/5 = (£/tan0)5 is known and equations (24-26) are 
numerically integrated from 17 = 1700 to 17 = 0, starting with the 
asymptotic solutions for u, v, and t at 1700. The remaining 
eigenvalue a is then determined by the Newton-Raphson 
differential-correction iterative scheme until the boundary 
conditions at the wall (17 = 0) are satisfied within a certain 
specified tolerance [23]. This yields a converged value of a for 
given values of Pr, 4>, and Gvx. 

In the main flow solutions by the finite-difference method, 
variable step sizes were used in the ^-direction. The step size 
was increased gradually with increasing £ and ranged from 
A£ = 0.05 for 0 < £ < 0.5 to A£ = 2.0 for £ > 40. The use of 
the varying step sizes in A£ cut down computation time 

O 5 10 15 20 25 30 35 40 45 50 

f--(Gr,C0Soi/5) l /°tanoi 

Fig. 1 Local wall shear stress results, Pr = 0.7 and 7 

0 5 IO 15 20 25 30 35 40 45 50 

e-IGr.cosoWtanoi 

Fig. 2 Local Nusselt number results, Pr = 0.7 and 7 

considerably without sacrifice in the accuracy of the 
numerical results. A step size of Ai7 = 0.02 was used in the 
main flow calculations, whereas in the stability calculations, 
A17 was taken to be 0.04. In addition, values of i]m = 10 and 6, 
respectively, for Pr = 0.7 and 7 were found to be sufficient in 
both the main flow and stability calculations. 

Results and Discussion 

The local wall shear stress in terms of T„(X2/5HV)/ 
(Grxcos4>/5)i/5 and the local Nusselt number in terms of 
Nu^/(Grxcos</>/5)1/5 as a function of £ = (Grxcos0/5)1/5 tan0 
are shown, respectively, in Figs. 1 and 2 for both Pr = 0.7 and 
7. As can be seen from the figures, both the wall shear stress 
and the local Nusselt number increase with increasing value of 
| ; that is, these two quantities increase with increasing in
clination angle, </>, for a given Grashof number GTX or in
crease with increasing value of Grx for a given angle, 4>. This 
behavior can be best observed from a log-log plot such as Fig. 
3, which shows the variation of Nux with Grx at various 
angles of inclination, </>. The lines for <j> = 0 deg (the horizontal 
plate) in this figure are given by Nux (Gr^/5)"175 =0.4891 for 
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Pr = 0.7 and 0.8592 for Pr = 7. For the case of vertical plate 
(0 = 90 deg), separate calculations were performed to obtain 
Nux(Grx/4)"1/4 =0.4995 for Pr = 0.7 and 1.0538 for Pr = 7. 
These latter results provide Nux versus Gr* curves that 
essentially coincide with those lines for </> = 75 deg and, to 
keep clarity of the figure, they are not illustrated. The trend 
exhibited in Fig. 3 is to be expected physically, because as the 
plate is tilted from the horizontal toward the vertical orien
tation (i.e., as 4> increase from 0 deg), the buoyancy force 
becomes more pronounced, and the stronger the buoyancy 
force the larger the wall shear stress and hence the surface 
heat-transfer rate. Figures 1-3 also reveal that while the local 
shear stress is higher for Pr = 0.7 than for Pr = 7, the local 
Nusselt number is higher for Pr = 7. This is due to the fact that 
a smaller Prandtl number gives rise to a larger velocity 
gradient at the wall and hence a higher wall shear stress, 
whereas a larger Prandtl number results in a larger wall 
temperature gradient and hence a larger heat-transfer rate. 

The analysis of Hasan and Eichhorn [15] for inclination 
from the vertical fails at 0 = 0 deg (i.e., a horizontal plate), 
and their results for small values of 4> (i.e., small values of £) 
are thus not accurate. This is demonstrated in the insets of 
Figs. 1 and 2 for Pr = 0.7, in which their results, shown with a 
dotted line, are seen to deviate further from the present results 
as £ (i.e., </>) decreases to zero. The analysis of Pera and 
Gebhart [14] for slightly inclined plates (i.e., small angles, 4>), 
on the other hand, is based on a perturbation solution from 

the horizontal plate. They presented results only for the values 
of 0 < £ < 1.0, which were found to be in excellent agreement 
with the present solution in that £ range. 

The neutral stability curves for Pr = 0.7 and 7 are plotted, 
respectively, in Figs. 4 and 5 for several representative values 
of the inclination angle </> ranging from 0 deg (i.e., a 
horizontal plate) to 75 deg. It is seen from the figures that as 
the angle, </>, increases from 0 deg, the neutral stability curve 
shifts right-upward, indicating a stabilization of the main 
flow to the vortex mode of instability at a larger wave 
number. Plotted with dotted lines in the figures for com
parisons are the neutral stability curves that were obtained by 
using the approximate main flow solution without the 
streamwise pressure gradient term, as was done by Hwang 
and Cheng [3] and by Haaland and Sparrow [4]. As is ex
pected, use of the approximate main flow solution provides 
stability results that deviate considerably from those in which 
the streamwise pressure gradient term was taken into account 
in the main flow. The deviation in the two sets of results is 
larger for Pr = 0.7 than for Pr = 7 and is seen to become more 
pronounced as 4> decreases. 

The critical Grashof number Gr^ and the critical wave 
number a* can be found from the minima of the neutral 
stability curves. These critical values are listed in Table 1 for 
the various angles of inclination that were investigated and are 
also plotted with solid lines in Fig. 6 for both Pr = 0.7 and 7. 
These results cover the values of £ from 0 to 80 for Pr = 0.7 

Nu„ 5 

Fig. 3 Local Nusselt number versus local Grashof number for various 
angles of inclination, Pr = 0.7 and 7 
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Fig. 4 Representative neutral stability curves, Pr = 0.7 
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Fig. 5 Representative neutral stability curves, Pr = 7 
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Table 1 Critical Grashof and wave numbers for Pr = 0.7 and 7 

0 
0° 
10° 
15° 
30° 
45° 
60° 
70° 
75° 
80° 

Gr,* 
340 
893 

1.32 x 103 

5.17 x 103 

2.45 x 104 

1.67 x 105 

9.49 x 105 

3.14 x 106 

1.63 x 107 

a* 
0.583 
0.645 
0.682 
0.805 
0.965 
1.184 
1.428 
1.610 
1.900 

and from 0 to 64 for Pr = 7 in the main flow solutions as 0 was 
varied from 0 to 80' deg. Included in the figure for com
parisons are two dotted lines from the present results that are 
based on the approximate main flow solution and the ex
perimental results of Lloyd and Sparrow for water [2]. The 
approximate analysis yields the Gr; versus 0 relationship 
[Gr^cos(7r/2 -0)/4]1 / 4 tan (TT/2-0) = 7.48 for Pr = 0.7 and 
5.83 for Pr = 7, which are in excellent agreement with the 
results of Haaland and Sparrow [4] for Pr = 0.733 and 6.7. As 
can be seen from Table 1 or Fig. 6, the critical Grashof 
number increases (with a corresponding increase in the critical 
wave number) as the angle of inclination increases. This 
implies that inclined free convection flow becomes more 
stable to the vortex mode of instability as the plate is tilted 
toward the vertical orientation. For a vertical plate, the 
critical Grashof number from the vortex mode of instability 
becomes infinity. This is because at the vertical orientation 
there is no buoyancy force component normal to the plate and 
hence the vortex instability of the flow does not take place. 
Inspection of Fig. 6 also reveals that a fluid with Pr = 7 (such 
as water) is more susceptible to the vortex mode of instability 
than does a fluid with Pr = 0.7 (such as air). It is also seen 
from the figure that the critical Grashof numbers for Pr = 7 
from the analysis are about two to three orders of magnitude 
lower than the experimental results for water with Pr = 5.5 [2]. 
This discrepancy in the results between theory and experiment 
is attributable to the fact that natural disturbances in 
boundary layer flow need to amplify before they can be 
detected, whereas the analysis is based on the linear theory in 
which the disturbances are considered to be infinitesimally 
small. 

The stability results based on the approximate main flow 
solution show considerably good agreement with those 
without the approximation for 0>5O deg when Pr = 0.7 and 
0>3O deg when Pr = 7. However, for smaller angles, a rapid 
deviation between the two sets of results is seen to take place 
as 0 approaches 0 deg. When 0 is small, the streamwise 
pressure gradient term in the main flow, which results from 
the normal component of the buoyancy force, becomes 
significant and can no longer be neglected. As a result, the use 
of an approximate main flow solution without the streamwise 
pressure gradient term leads to considerable errors in the 
stability results. From a comparison between the two sets of 
results, it can be deduced that the streamwise pressure 
gradient term has a stabilizing effect of the flow. This is due 
to an increase in the flow velocity near the wall as a result of 
the existence of a favorable pressire gradient in the flow. In 
contrast to previous studies on the vortex instability of free 
convection flow over inclined plates, which have provided 
critical stability results for inclination angles close to the 
vertical, the present study has predicted critical stability 
results that cover the inclination angles form the horizontal to 
essentially the vertical. 

It is interesting to compare the present vortex instability 
results with available wave instability results in the literature 
[7, 11]. Such a comparison is also made in Fig. 6. The, 
analytical wave instability results of Haaland and Sparrow [7] 
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Pr = 7 
Gr; 
22 
89 
168 

1.14 x 103 

6.82 x 103 

4.97 x 104 

2.90 x 105 

9.83 x 105 

5.03 x 106 

a* 
0.825 
1.025 
1.116 
1.398 
1.725 
2.159 
2.579 
2.930 
3.458 
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$ . deg. 

Fig. 6 Critical Grashof number versus angle of inclination, Pr = 0.7 
and 7 

for 45 deg < 0 < 90 deg, with the heated surface facing 
upward, show that inclined free convection flow becomes 
more stable to the wave mode of disturbances as the angle of 
inclination from the horizontal, 0, increases, attaining the 
maximum critical Grashof numbers of 1.2 x 106 and 8.3 x 
104, respectively, for Pr = 0.733 and 6.7 when the plate is 
vertical (i.e., when 0 = 90 deg). In addition, a comparison 
between the vortex and wave instability results from the linear 
theory indicates that as the angle, 0, increases a crossover in 
the onset of the flow instability from the vortex mode to the 
wave mode takes place at an angle 0 of about 68 deg for 
Pr = 0.7 and about 40 deg for Pr = 7. Thus, the predicted first 
onset of the instability of the flow is of the vortex mode when 
0 < 68 deg for Pr = 0.7 and when 0 < 40 deg for Pr = 7, 
whereas the first instability is of the wave mode when 0 > 68 
deg and 0 > 40 deg, respectively, for Pr = 0.7 and 7. The 
wave instability analysis of Pera and Gebhart [11] for 
horizontal (0 = 0 deg) and slightly inclined plates, on the other 
hand, predicts critical Grashof numbers that are much larger 
than the critical Grashof number for 0 = 90 deg. For Pr = 0.7, 
their results yield, for example, 5 (Gr;cos0/5)1/5 of about 64 
for £ = 0, 86 for £ = 0.5, and 114 for £=1.0, which correspond 
respectively to Grx* of about 1.7 x 106 for 0 = 0 deg, 7.5 x 
106 for 0=1.67 deg, and 3.1 X 107 for 0 = 2.51 deg. The 
existence of a large discrepancy in the Gr; results between the 
two wave instability analyses [7, 11] for 0 deg < 0 < 2.5 deg 
and 45 deg < 0 < 90 deg is very surprising. The cause for this 
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discrepancy warrants further investigations. At 0 = 0 deg, the 
vortex mode of instability predicts Grx* = 340 for Pr = 0.7, 
which is very low compared to the Grx* value of 1.7 x 106 

from the wave mode of instability [11]. Thus, it is evident that 
for free convection flow over a horizontal plate, the vortex 
mode of instability will take place long before the wave mode 
of instability sets in; that is, the first onset of instability for 
such a flow configuration is due to the vortex mode of 
disturbances. 

Conclusions 

In studying the vortex instability of laminar free convection 
flow over inclined surfaces, a new analysis of the main flow 
and thermal fields has been undertaken. It has been found 
that the flow becomes less susceptible to the vortex mode of 
instability as the angle of inclination, </>, increases from the 
horizontal, with a minimum critical Grashof number occuring 
at <t> = 0 deg and a maximum critical Grashof number of in
finity at 0= 90 deg. A comparison with the results from the 
wave mode of instability has revealed that inclined free 
convection flow is more susceptible to the vortex mode of 
instability at small angles of inclination from the horizontal, 
but becomes more susceptible to the wave mode of instability 
at inclination angles near the vertical. 
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Measurements and Calculations of 
Transient Natural Convection in 
Water . 
Transient natural convection adjacent to a flat vertical surface with appreciable 
thermal capacity is investigated both experimentally and numerically. The surface is 
immersed in initially quiescent water, and has the same uniform temperature 
distribution. It is then suddenly loaded with a uniform and constant heat flux 
thereby generating a buoyancy induced flow adjacent to the surface. Surface 
temperature response was recorded by means of thermocouples embedded inside the 
surface, and boundary layer temperature measurements were also taken. An explicit 
finite difference numerical scheme is used to obtain solutions to the partial dif
ferential equations describing the conservation of mass, momentum, and energy in 
their time dependent form. Good agreement between the calculated and measured 
results is observed for both the heating and cooling transient processes. 

Introduction 
Studies of natural convection flows have been more con

cerned, in the past, with steady-state conditions. Meanwhile 
recent engineering developments have led to a increasing 
interest in accurate investigations of the transient process. 
Both the heating and cooling processes, by natural con
vection, have many technological applications. These ap
plications include the cooling of the core of a nuclear reactor 
in the case of power or pump failures, and the warm up and 
cooling of electronic equipment. 

This type of investigation was pioneered by Illingworth [1], 
who studied the simpler circumstance of transient natural 
convection adjacent to an infinite isothermal flat vertical 
surface. For such a geometry no leading edge exists and heat is 
transferred solely by conduction in a one-dimensional 
process. The results of this simplified analysis is particulary 
relevant, because at short times, all such transient processes 
are one-dimensional, even if a leading edge does exist. The 
one-dimensional process will last, at any downstream 
location, until the leading edge effect reaches that location, 
after which convection effects set in until the eventual steady-
state is achieved. 

Several other studies of one-dimensional conduction 
transients followed, dealing with different boundary con
ditions, such as surfaces where the temperature or heat flux 
are time varying [2, 3], In [4], the effect of suction of the 
surface was considered, while [5] investigated the effect of 
including mass transfer. Although these one-dimensional 
studies are useful, they are only valid for a short period at the 
very start of the transient. Such analysis do not give any 
indication as to the duration of this one-dimensional process, 
which ends with the arrival of the leading edge effect. 

Sugawara and Michiyoshi [6] presented the results of a 
numerical analysis for transients adjacent to a semi-infinite 
vertical flat surface. An estimate of the total time duration of 
the transient process was obtained. Siegel [7] used an integral 
method analysis to investigate a similar flow circumstance. 
He used the Karman-Polhausen method to solve the time 
dependant integral momentum and energy boundary layer 
equations. The time duration of the one-dimensional con
duction regime, as well as the total transeint time were 
predicted. The boundary layer thickness was found to reach a 
maximum during the transient, and a minimum in the heat-
transfer coefficient was reported. Some of these predictions 
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were substantiated by the experimental observations of Klei 
[8] and Goldstein and Eckert [9]. 

Gebhart [10] presented the results of an integral method 
analysis, taking into account the effect of the surface thermal 
capacity. Measurements by Gebhart and Adams [11] showed 
close agreement with the analytical results. Goldstein and 
Briggs [12] presented the results of an analysis to predict the 
duration of the one-dimensional regime, for various heating 
boundary conditions. In [13] and [14], Gebhart and co
workers observed the propagation of the leading edge effect 
and related their measurements to the predictions of [12]. 
Brown and Riley [15] presented an analysis for the three 
stages of the transient process for an isothermal surface. 

To obtain more detailed solutions the full boundary layer 
equations were solved by Heliums and Churchill [16] in their 
time-dependent, partial-differential form. Finite difference 
calculations were carried out for a semi-infinite isothermal 
surface. As in [7], [8], and [9], a minimum in the heat-transfer 
coefficient was found during the transient. Sammakia and 
Gebhart [17] and [18] report the results similar calculations 
for a surface of finite thermal capacity, suddenly heated by 
loading it with a uniform and constant heat flux. The effect of 
the magnitude of the surface thermal capacity was found to 
play a major role in determining the nature of the resulting 
transient. As predicted in [7], all the transients were found to 
start as a one-dimensional conduction process, to be ter
minated by the arrival of the leading edge effect. However the 
duration of the one-dimensional process was found to depend 
on the thermal capacity parameter Q* = c"{v2g^q"//r5)1/4. 

In the present study the results of an experimental in
vestigation of transients in water are reported. The surface 
was heated by suddenly loading it with a uniform and con
stant flux. The surface thermal capacity was relatively small, 
resulting in a transient dominated by the one-dimensional 
conduction process. Surface and boundary layer temperature 
measurements show good agreement with the results of the 
numerical analysis. The analysis is extended to include the 
cooling transients, when the energy input suddenly ceases. 

Apparatus 
A vertical surface dissipating a uniform and constant heat 

flux was used to generate a buoyancy induced flow in water. 
The surface assembly consists of two 0.00127-cm thick, 130.5-
cm long, and 46.6-cm wide inconel-600 foils, separated by 
teflon layers. Embedded in the teflon layers were several 127-
micron, copper-constantan thermocouples, placed at different 
locations along the vertical center line of the surface. The 

644/Vol. 104, NOVEMBER 1982 Transactions of the ASME Copyright © 1982 by ASME
  Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



teflon and foil had been previously fused together by heating 
them under high pressure. The surface was then stretched 
vertically between two stainless steel knife edges. The whole 
assembly was supported by a stainless steel frame, placed in a 
1.83 m x 0.622 m x 1.83 m high tank made of stainless steel. 
The surface was positioned vertically using a plumb line, and 
it's leading edge was kept at a distance of 20 cm from the 
bottom of the tank. The tank was insulated by surrounding it 
with layers of polyurethane and fiberglass insulation, while a 
polyurethane raft, coated with teflon sheets, floated on the 
surface of the water. The tank was filled with highly purified 
water, of approximately 1.5 MQ-cm resistivity, to reduce 
electrical leakage to the water. After the water was filtered 
and demineralized it was deaerated by passing it through a 
vacuum chamber at 63-cm Hg vacuum, before putting it into 
the tank. To avoid contamination of the water, only stainless 
steel and teflon were allowed to come in contact with it. 

The plate resistance was measured by connecting it in series 
to a precise resistor and passing a trickle current through it. 
The voltage thus measured gave the plate resistance. A 
Hewlett Packard 6475C-d.c. power supply was used as an 
energy source to heat up the surface. The surface heat flux 
was calculated from the measurements of the voltage drop 
across the foil and the current flowing through an accurate 
resistor connected in series to the surface. 

Temperature measurements in the boundary layer were 
made by a 0.0127-mm dia chromel-alumel thermocouple, 
attached to a manual sliding traverse mechanism. Due to the 
importance of the accurate positioning of the probe from the 
surface, the location of the surface was determined by the 
completion of a resistance circuit composed of the surface 
itself, and two stainless steel capillary tubes adjacent to and 
parallel to the probe. 

Before starting any experimental run, the tank water was 
thoroughly stirred to insure temperature uniformity. After 
stirring, about 90 min would be allowed for any circulation to 
dampen out before the experimental run was performed. 

Before loading the current onto the surface, the current was 
initially loaded on a dummy load of approximately the same 
resistance as the actual surface, and connected in parallel to 
the surface. To start the experimental runs, the current was 
suddenly switched from the dummy load to the surface. This 
insured that no surges would occur due to suddenly switching 
on the power supply. 

Analysis 

The equations governing the conservation of mass, 
momentum, and energy for natural convection flows adjacent 
to a flat, vertical surface are given below. The surface is of 
finite thickness and possesses an appreciable thermal 
capacity. It is initially immersed in a quiescent fluid at 
uniform temperature, and then suddenly subjected to a 
sudden constant energy input uniformly distributed over the 
entire surface element. The equations are given in non-
dimensional form, and the boundary-layer type and 
Boussinesq approximations have been made, see [17]. 
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Greek 

a = thermal diffusivity of fluid 
15 = coefficient of thermal ex

pansion of fluid 
v = kinematic viscosity 
p = density of fluid 
f = time 
T = non-dimensional time, 
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Subscripts 

0 = at solid-fluid interface 
ss = steady state 
oo = free stream conditions 
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Equations (1) to (3) are subject to the following boundary and 
initial conditions: 
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For T> T, and Y = 0 

The nondimensional thermal capacity parameter, Q*, is given 
by 
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Equation (4) represents an initially quescient ambient medium 
with a uniform temperature distribution, (5) specifies no 
transport upstream of the leading edge, and (6) represents a 
non-slip, impervious boundary condition at the surface. 
Equation (8) results from an energy balance at the solid-fluid 
interface, during the heating process. Here TS represents the 
time at which the energy supply to the surface is switched off, 
thereby starting the cooling process. The two terms on the 
right hand side represent energy storage in the element of the 
surface, and energy convected away by the fluid, respectively. 
The energy storage rate within the surface has a maximum 
value at the beginning of the transient process. This decreases 
during the whole transient period and is zero as steady state is 
achieved. Meanwhile energy transfer to the fluid increases 
from zero at the beginning of the transient until it reaches its 
final steady-state value. Equation (9) results from an energy 
balance at the solid fluid interface during the cooling process, 
and simply states that energy convected by the fluid comes 
from the energy previously stored in the surface. The cooling 
process continues until the temperature field reaches a 
uniform distribution at /„ . The medium becomes quiescent 
once more. 

Numerical Procedure and Results 
An explicit finite difference scheme, similar to that 

discussed in [16], is used to solve equations (1-3), subject to 
the appropriate boundary and initial conditions. The space 
under investigation is divided into a grid of dimension MxN in 
the x and y directions, respectively. Then the appropriate set 
of finite-difference equations are solved at each grid point, 

TAU=I6 

TRU=20 

TRU-

TAU-75 
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Fig. 8 Transient velocity profiles during heating for X = 187, Q* = 1.2 

starting at the time 7 = 0 . The solution is then marched in 
time, using a sufficiently small time step, until the values of 
U, V, and T converge to their steady-state values. During the 
cooling process calculations are carried out till the surface 
temperature reaches a level of about 5 percent of its steady-
state value. The accuracy of the calculated steady-state results 
from the numerical scheme is ascertained by comparing them 
to those obtained by solving the steady-state similarity 
equations, using a conventional Runge Kutta integrating 
technique. 

The relevant parameters in the above equations and 
boundary conditions are the Prandtl number, Pr, a modified 
form of the Grashof number, GT*, and the nondimensional 
thermal capacity of the plate, Q*. The properties of the fluid 
used to nondimensionalize the above parameters were 
computed at an average film temperature, averaged between 
the values at the start and end of the transient. Since the 
temperature variation during the whole process is of the order 
of a few degrees centigrade no significant error is anticipated 
due to using single average values. 

When a thin vertical surface of appreciable thermal 
capacity, is suddenly loaded with a uniform and constant 
energy flux heat flows by conduction inside the surface 
element. This simple one-dimensional thermal transport also 
extends into the quiescent fluid during the early stages of the 
transient process. During the one-dimensional process in the 
fluid the only component of velocity is the one parallel to the 
surface. Thus, a one-dimensional layer of fluid near the 
surface moves upwards, and grows in thickness with time. As 
the flow field develops an entrainment velocity, v, this process 
ends in what is known as "the leading edge effect." This is 
discussed in detail in [18], and different flow regimes are 
shown to occur depending upon the nondimensional thermal 
capacity parameter, Q*. For small values of Q* the transient 
process is found to be close to a one-dimensional conduction 
regime during most of the total transient time. Large 
deviations from the conduction regime occur only near the 
end of the transient, as the leading edge effect arrives and 
convection sets in. 

The present calculations apply to three different cir
cumstances, each corresponding to a particular experimental 
run. Figures 1 and 2 are the transient temperature and velocity 
profiles in the water, during the heating process, for X = 28.6 
and Q* = 1.8. This value of X corresponds to a modified 
Grashof number Grx* = 6.69 X 105 which is predicted by [19] 
to fall well within the laminar flow regime, while the Q* value 
shows it to be a one-dimensional conduction transient during 
most of the transient response. The transient process is seen to 
virtually end at around T = 60, with very little development 
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between r = 60 and 100. Both the temperature and velocity 
boundary layer thicknesses increase until they attain their 
eventual steady-state values. The ratio of the final steady-state 
thermal to viscous boundary layer thicknesses (5,/<5) is 
approximately equal to (1/VPr, which is predictable, see [20]. 

The transient profiles during the cooling process for the 
same circumstances are shown in Figs. 3 and 4 for the tem
perature and velocity profiles, respectively. The energy input 
into the surface is terminated at Tau = 100. Five different 

•subsequent profiles are presented here. In Fig. 3, the surface 
temperature is seen to drop sharply during the early transient, 
while the temperature profile near the outer edge of the 
boundary layer remains almost unaffected during that period. 
In both Figs. 3 and 4, the boundary layer thickness is observed 
to remain constant as the temperature and velocity levels 
continue to deteriorate, this is in sharp contrast to the heating 
process, wherein the boundary layers grow in thickness with 
increasing time. 

Figure 5 shows the calculated surface temperature trace 
T<x(t0 — t), during the heating and cooling processes. Also 
shown in Fig. 5 is the one-dimensional conduction solution, 
for a surface of finite thermal capacity, suddenly exposed to a 
uniform energy generation rate, as presented in [12]. Results 
of the finite difference solution are shown for two different 
grid sizes, during the heating process. Agreement between the 
numerical and exact solutions is found to improve with in
creasing the number of grid points. The measured surface 
temperature response is found to closely follow the exact 
solution during the early transient, until convection effects set 
in and steady state is approached. Agreement, with the 
steady-state similarity solution, as shown on Fig. 5 is found to 
be excellent. 

In Fig. 6, the calculated surface temperature trace is 
compared with measurements, for Q* = 2.0 and X = 31.3. 
Again, the conduction solution is shown, as well as 
calculations for two different grid sizes. Here also the 
measured response is observed to follow the conduction 
solution during the early transient. The steady-state similarity 
solution is also shown to be in good agreement with the finite 
difference calculations. 

The calculated transient responses, during the heating 
process, are shown in Figs. 7 and 8 for X = 187 and Q* = 
1.2. Also shown on Fig. 7 are the measured temperatures in 
the thermal boundary layer, and shown in Figs. 7. and 8 are 
the steady-state temperature and velocity profiles, calculated 
from the similarity solution. Good agreement is found for 
both the temperature and velocity profiles. 

An interesting aspect of steady-state temperatures is always 
the x variation of the surface temperature t0. It is shown in 
[20], that, for a uniform surface flux condition, t0 - t „ varies 
as xws. A comparison of our calculated surface temperatures 
at X = 187 and X = 28.6 indicates that (f0 -1„) does indeed 
vary as x'/5. Also, the similarity formulation indicates that 
the thermal boundary region thickness grows downstream as 
xus. Again, by comparing Figs. 7 and 1, this result is also seen 
to arise, 8, <x xl/i. Figure 8 shows the corresponding transient 
velocity profiles. The ratio of the thermal to velocity 
boundary region thicknesses is again 1/VPr. 

Concluding Remarks 
The computed results for transient laminar natural con

vection flow adjacent to a vertical surface subject to a 
uniform flux boundary condition show good agreement 
with the experimental measurements. Calculations and 
measurements are presented for several different conditions 
and for both heating and cooling transient processes. Both the 
steady-state values and the early transient values are found to 
be consistent with previous analytical and numerical results. 
These responses are in close agreement with earlier predictions 

from an integral analysis. During the cooling process the 
temperature parameter approaches zero asymptotically. 
Calculations were terminated at about 5 percent of its final 
steady-state value. 

During the early cooling regime, the computed temperature 
at and near the surface is observed to drop considerably, while 
the velocity field remains almost unchanged from its steady-
state value. This is seen in Figs. 3 and 4 at T = 104. This arises 
because the entire thermal boundary layer occurs deep within 
the viscous boundary layer. During the heating regime both 
the thermal and viscous boundary layers increase in thickness 
with increasing time. However, during cooling the tem
perature and velocity levels drop off across boundary layers 
of almost constant thickness. 

The steady-state surface temperature excess, t0-t„, is 
found to increase with increasing downstream location, x, as 
xws, in agreement with the similarity formulation. The 
thermal region thickness, 5,, is also found to grow as xl/s with 
increasing x, while maintaining the ratio 8,/d — 1/VPr for the 
different downstream locations. 
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Numerical Study if the Onset of 
Double-Diffusiwe Cellular 
Convection due to a Uniform 
Lateral Heat Flux 
When a fluid with a vertical solute gradient of ( - dS/dy) „ is heated laterally, roll 
cells start to form at the boundary, developing into a series of convective layers. 
Numerical experiments were performed to investigate the onset of the 
abovementioned double-diffusive convection under the application of a uniform 
lateral heat flux. The paper reports the results and discussion of the following 
aspects of the stability of double-diffusive convection; (i) the relationship between 
the critical value, (Ra/Rs)c, above which convection cells form along the vertical 
wall and the nondimensional slot width, (d/L), (ii) the effect of the Lewis number 
on (Ra/Rs)c. It was also confirmed that values of (Ra/Rs)c as well as H/L {the 
nondimensional vertical size of incipient cells) obtained in this numerical ex
periment for wide slot widths (d/L> -30), agreed well with those obtained 
previously by physical experiments. 

1 Introduction 

When a fluid with a stable, vertical solute gradient is heated 
laterally, one of the following two phenomena occurs: (a) the 
fluid will be lifted upward slightly to offset a positive 
buoyancy force created by the heating while heat is conducted 
through the fluid; (b) the distortion of the stable gradient due 
to heating will produce roll cells, which will develop into a 
series of layers growing laterally from the heated boundary 
(see Fig. 1). 

In general, the behavior of a fluid under the presence of 
gradients of two properties with different molecular dif-
fusivities is called "double-diffusive convection." The 
stability problem described above is only one of many in
teresting features of double-diffusive convection [1], the study 
of which is essential to the understanding of the layered 
structures observed in the ocean as well as in large energy-
storing reservoirs. 

Thorpe, Hutt, and Soulsby [2] (henceforth to be referred to 
as THS) were the first to analyze the stability of a fluid with a 
linear salt gradient in a narrow vertical slot heated at one wall 
and cooled at the other. Their analysis, which was ap
proximate in the sense that it only satisfied no normal flow 
conditions at the walls, indicated the condition of marginal 
stability as follows, 

"T 

; , y 

ds\ 
dyjo 

Hi 

(a) (b) 

Fig. 1 (a) Roll cell formation in a fluid with a vertical solute gradient, 
-(dS/dy)0, due to lateral heating, (b) development of a series of 
convective layers. 

both experimentally [5] and numerically [6], showing that for 
an aqueous solution of salt the motion of fluid is determined 
by the Rayleigh number, defined as 

aAT y 
* = ^ ( -

R 
( -

gD*p(dS/dy)0 

7T4CA 
) = - 1 6 ( 5 a 2 - l ) ( l + a2)2 (16) 

The parametric forms of equations (1) show that for a given 
value of Rz (i.e., for given values of slot width, d, and the 
initial vertical solute gradient, (9S/dy)o>)> instability sets in at 
the value of Rx given in equation (la). Later, Hart [3] and 
Wirtz and Liu [4] obtained more accurate solutions, satisfying 
all the boundary conditions. However, it should be noted here 
that the approximate solution by THS agrees reasonably well 
with their own experimental results as well as with other more 
accurate solutions. Chen, Briggs and Wirtz have studied the 
onset of cellular convection in a semiinfinite body of fluid, 
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vDT \ (3(dS/dy)0, 

and that if R > 15000 ±2500, cellular convection develops. 
Later, Chen [7] confirmed through a numerical experiment 
that the criteria of the onset of cellular convection for a 
semiinfinite body of fluid is valid if the slot width is larger 
than ~ 1 cm. 

All the abovementioned studies of cellular convection due 
to lateral heating are concerned with the case of a constant 
wall temperature. Recently, an experimental investigation of 
double-diffusion cellular convection due to a uniform lateral 
heat flux has been performed by Narusawa and Suzukawa [8]. 
(Details of the experimental results will be discussed later in 
Section 4.) This paper deals with the numerical experiment of 
the same problem with the following objectives in mind: 

(0 The effect of the gap width on stability criteria will be 
examined. 

(//) The numerical results for wide gap conditions, 
simulating a semi-infinite body of fluid, will be compared 
with those of the physical experiments, reported previously. 
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ds\ 
dyj 

x = d 

0 
Fig. 2 A sketch of the present problem 

2 Formulation 

Consider the case in which a fluid with an initial, vertical 
solute gradient of (ds/dy)0 is contained in a slot of width, d 
(Fig. 2). A uniform heat flux, q, is applied to x = 0 and ex
tracted at x = d. Assuming two-dimensional motion, the 
governing equations, based on the Boussinesq approximation 
and a linear equation of state, become as follows, 

du dv 

ax ay 

Du 1 dP 

Po dx 
+ vV2u 

Dv 

~DT 
1 3P , p' 

— — + w2v g 
Po ay Po 

DT 

~Dt 

DS 

~D~t 

=DT'V2T 

= A V 2 S 

p = po[l-a(T~To) + 0(S-So)] 

(3a) 

(3b) 

(4) 

(5) 

(6) 

where 

D 
= 

Dt 

a 
-

dt 
+ u 

a 
— 
ox 

+ 1 
3 

oy 
r2 = 

dx2 dy2 

and p' = p — p0 with p0 indicating the reference density. 
After some manipulations of the above equations, such as 

(a) the cancellation of pressure terms from equations (3a) and 
{3b), (b) the introduction of a stream function, \p, where 

u — — — and v = — , 
ay dx 

and vorticity, 

/ _ du dv \ 

A "a7 ~ lie) 
and (c) the introduction of nondimensional quantities defined 
as 

'dS\ 

• dy) o 

where 

Lga(?/A:)J 

the following set of governing equations in nondimensional 
form can be obtained, 

dw 

It 

i=DT4,, S - S 0 = - L ( ^ ) S , T-T0 = (q/k)LT (7) 

(8) 

/ , ar Rs ds\ 

^r=/^(f,^)+v2f 

V2i/- + <j = 0 

(10) 

(11) 

(12) 

where 

>xy 

dx dY dx ar 
i v V) = 
K ' ' dx dy dx dy 

It should be noted that the reference length scale, L, defined 
in equation (8) can be interpreted as a measure of thermal 
boundary layer thickness along a vertical wall in the absence 
of an initial solute gradient [9]. As can be seen from equations 
(9-12), the behavior of fluid depends on three non-
dimensional parameters of Pr, Le and Rs/Ra = 
S$(dS/dy)Q/a(q/k). Since we are mainly interested in an 
aqueous solution, Pr is — 5 - 10 whereas Le is of the order of 
100, regardless of solute substance. And once substances of 
both solute and solvent are fixed, Rs/Ra becomes the 
primary nondimensional parameter to describe the stability of 
the fluid. 

In the absence of convective cells, the lateral heating in-

N o m e n c l a t u r e 

a = 

b = 
Ds = 
D, = 
Eb = 

EP = 

g = 
h = 
k = 
K = 
L = 

parameter used in 
equations (1) and (28) 
slot width 
mass diffusivity 
thermal diffusivity 
base flow kinetic energy per 
wavelength 
perturbed flow kinetic energy 
per wavelength 
gravitational acceleration 
vertical cell height 
thermal conductivity 
wave number 
reference length scale defined 
as 

vDT 

.ga(q/k)\ 

1/4 

Le = 
P = 

Pr = 
Q = 
R = 

Ra = 

Rs = 

Lewis number (= DT/DS) 
pressure 
Prandtl number (= v/DT) 
applied heat flux 
Rayleigh number defined as 

gaAT T aAT 13 

vDT I 0(ds/dy)ol 

Rayleigh number defined as 

ga(q/k)LA 

vDT 

solute Rayleigh number 
defined as 

gp[-(ds/dy)0]L* 

vDT 

Rx (-ir-0 
gd4a{dT/dx)0 

Rz 

(See equation (la)) 

gd*(3{dS/dY)0 

TC*VDT 

(See equation (lb)) 
S = solute concentration 

s-s0 
L(dS/dy)0 
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duces a vertical motion. Taking this time-dependent motion 
as a basic flow, the governing equations can be linearized. 
Although, for the case of a narrow slot, the base flow 
equations could take steady-state forms as was assumed by 
Hart [3], Wirtz and Liu [4] and Paliwal and Chen [10], it is 
more natural to assign a time-dependent form for the present 
investigation, in which the width of the slot will be varied 
widely. Letting the subscripts b and p denote the base and 
perturbed states, respectively, the unknown quantities can be 
written as follows, 

X=Xb(i,x)+Xp(i,x,y) for X= d>, u, v, T and S (13) 

It should be noted that consideration of a vertically infinite 
space allows the base flow to be independent of y. (From here 
on, the bar indicating the nondimensional quantities will be 
dropped, unless noted otherwise.) 

Substitution of equation (13) into equations (9-12) yields 
the following sets of equations: 

flow equations: 

1 doib _ d2cob dTb Rs dSb 

Pr dt ~ dx2 dx Ra dx 

3Tb 32Tb 

dt dx2 

dSb 1 d2Sb 

dt Le dx2 b 

dvb 

(14) 

(15) 

(16) 

(17) 

Perturbed flow equations: 

1 

Pr . dt + «, 
do);, 
dx dv / dx Ra dx 

djj, 

dt 
+ un 

3Tb 

dx 
+ vb-r

E =V2T„ 
dy 

asp
 d_h+l, ™P 

1 7 +Up dx +Vb dy uv2s>+v» 

where up = 
dy 

V2\frp=-up 

and »,= — . 

(19) 

(20) 

(21) 

Initial conditions are those consistent with a quiescent body 
of fluid, whereas at the side boundaries, conditions of a 
uniform heat flux, and of no solute flux together with the no-
slip conditions have to be satisfied. Also, we set the stream 
function \pp = 0 along the side boundaries. Then, the initial 
and boundary conditions in nondimensional form can be 
written as shown below. 

Boundary conditions for the base flow: 

^ ( / , 0 ) = ^ ( , , r f / L ) = - l 
dx dx 

dSb 

dx 
= v b = 0 at x=0 and d/L 

Initial conditions for the base flow: 

Tb(0,x) =vb(0,x) =ub(0,x) =0 

Boundary conditions for the perturbed flow: 

(22) 

(23) 

dTn dSn 

dx dx p -.Vp = ^p=0 at x=0 and d/L (24) 

Initial conditions for the perturbed flow: 

Tp(0,x,y)=Sp(0,x,y)=0 (25) 

3 Numerical Method and Procedure 

Since the numerical scheme to be described in this section is 
quite similar to those employed by the previous investigators 
[4-7], only an outline will be presented here. 

As is depicted in Fig. 1, it is expected that the perturbed 
state is periodic in the y direction. We therefore assume the 
following form for the perturbed quantities, 

A = [AR(t,x)+ i-A, V,x)]-eiKr, for A = o>„,ip, Tp and S„ 

(26) 

where 27r/̂ T is some integer multiple of the expected vertical 
height of the roll cells. Substitution of equation (26) into 
equations (18-21) and into equations (24) and (25) yields eight 
simultaneous equations (four each from real and imaginary 
parts) with corresponding initial and boundary conditions. Of 
these eight equations, six equations derived from equations 
(18-20) give the unsteady evolution of wp, Tp and Sp, while 
the other two derived from equation (21) give the relationship 
between yj/p and oip. Finite difference forms of both basic and 
perturbed flow equations were written, using the forward 
difference scheme for time derivatives and the central dif-

Nomenclature (cont.) 

t = elapsed time 

DT 

'= IT1 

At = time increment 
T = temperature 

T = T-T0 

L(q/k) 

u = horizontal velocity component 

L 
u = — u 

DT 

vertical velocity component 

L 

L\ 

x = horizontal coordinate 
x = x/L 

v = 

v = 

Ax = spacial increment 
y = vertical coordinate 
y = y/L 

Greek letter 

• - - T ( £ ) 

» - T ( I ) 
v = kinematic viscosity 
p = density 

p.' = p- P0 

\L> = stream function 

0) 

03 

= i/DT 

= vorticity 

L2 

~L\W 

Subscript 

c 
I 
0 

R 
b 
P 

= critical condition 
= imaginary part 
= reference quantity 
= real part 
= base flow quantity 
= perturbed flow quantity 
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Table 1 Summary of physical experiments 

Solute/Solvent 

Range o f ( - dS/dy) o 
[wt%/cm] 

Range of applied 
heat flux 

[cal/cm2 s] 

Pr 

1/Le 

L [cm] 

Critical value 
of(Ra/Rs) 

Nondimensional cell 
size, H/L, near the 
critical condition 

0.3 

HC1/H20 

0.01-0.17 

5-8 

( 2 4 ± 2 ) x l 0 " 3 

x l 0 " ' - l . l x l 0 " 

0.74-0.78 

9-11 

NaCl /H 2 0 

0.05-0.42 

0.5 X 10 " 3 - 4 x 10 ~"3 

5-10 

( 9 ± 2 ) x l 0 " 3 

O J x l O - ' - l . l x l O " 1 

0.27-0.30 

8-10 

0.3 

C u S 0 4 / H 2 0 

0.05-0.52 

6-8 

( 3 . 5 ± l ) x l O - 3 

x l O - ' - l . l x l O - 1 

0.12-0.14 

7-8 

ference scheme for space derivatives, respectively. (For 
boundary points, Aziz-Heliums formulae [11] were utilized.) 

To determine the stability of the fluid layer, random 
disturbances were initially applied to the perturbation vor-
ticity, and the behavior of the temporal kinetic energy change 
of the perturbed flow was observed; i.e., if the kinetic energy 
decays (grows) with time, the fluid system can be regarded as 
stable (unstable). Since this method of stability analysis has 
been discussed in detail and utilized successfully by many 
previous investigators [4, 6, 7, 12, 13], it will not be 
elaborated upon here. The kinetic energy per wavelength, E, 
can be expressed as, 

(• litlK (• ell 

Jo Jo 
1 
-p0D

2
Tv2

bdx-dy 

paD\ - \ vb
2 dxdy, for the base flow (27a) 

A JO 
= PnDl 

and 

" 2 
P0DT 

7T ?<"*• [™+»m'<%Y] dx 

(276) 

for the perturbed flow. 
The outline of the computational procedure is as follows: 

(/) assign small random perturbations in vorticity (in the 
order of magnitude of 10 6 - 10 ~7), generated from the 
Poisson random number generator [14], at all grid points; 

(») solve the base flow equations; 
(/;•/) obtain the stream function corresponding to the 

perturbed vorticity from the relationship between the vorticity 
and the stream function (~ equation (21)), using the Gaussian 
elimination method [15]; 

(iv) compute up (~ equation (18)), Tp(~ equation (19)) 
and Sp ( ~ equation (20)) for a new time level; and 

(v) compute the kinetic energy from the Simpson's rule for 
integration and return to step (if). 

In order to perform a computation, the value of the 
wavenumber, K, in addition to the nondimensional 
parameters of Rs/Ra, Le, Pr, and d/L, have to be given a 
priori. Therefore, by systematically varying the value of K, 
the fastest-growing wave mode, which would dominate the 
flow pattern, was sought. The condition of computational 
stability, derived from equations (14), (15) and (16), is 

(Ax:)2 

At<ax 
2Pr 

,(«,<!) 

A series of preliminary runs was performed to determine ax 

and Ax with At = a^Ax)2/! Pr and Pr = 6.25 (corre
sponding to an aqueous solution,) with results that when a, 
and Ax are varied from 0.1 to 0.5 and 0.03 to 0.3, respectively, 

l> 

x/d 
NaCI/H20, Fig. 3 Base flow velocity profile for solute/solvent 

Ra/Rs = 0.65 and d/L = 10 (f = elapsed time) 

the predicted velocity distributions of the base flow were 
nearly identical. Therefore the values of ax = 0.5 and Ax = 
0.3 were used throughout this study. (Our value of Ax = 
Ax/L = 0.3 is comparable in magnitude to Ax (defined as 
Ax/d) of 0.02 ~ 0.05 used by Chen [7].) It should also be 
mentioned here that the accurate spatial resolution of the 
boundary layer is not so significant a requirement because 
instability first occurs in the region away from the boundary 
layer [3], [7]. All computations were performed using an 
IBM-370/158 digital computer. 

4 Discussion 

The analytical results of THS, equations (la) and (lb), can 
be rewritten in terms of the nondimensional parameters in this 
investigation. The equations then become, 

( 1 - L e ) ( | ) = - 9 6 7 r 4 a ( l + a 2 ) 2 (28a) 
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Fig. 4 Base flow profile of horizontal temperature and solute con
centration gradients for solute/solvent = NaCI/H20, Ra/Rs = 0.65 and 
d/L = 10 
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Rs 

Ra 
:167r 4 (5a 2 - l ) ( l+a 2 ) 2 (286) 

In deriving the above equations, (dT/dx) was set to (-q/k) 
(equal to the steady-state temperature gradient). Rewriting the 
THS results in this way is appropriate since their solution 
satisfies only the no normal flow conditions at the vertical 
boundaries. Equations (28) have been used to estimate 
starting values for our computations. For the case of a semi-
infinite body of fluid, the results and experimental ranges of 
the aforementioned series of experiments conducted by 
Narusawa and Suzukawa [8], using a wide tank (10-cm wide 
x 16-cm deep x 23.5-cm high) are tabulated in Table 1. It 
should be noted that the critical value of Ra/Rs in this table 
was defined as the value above which roll cells covered the 
entire heated wall of the test tank. 

Typical base flow profiles are plotted in Figs. 3 and 4. 
Figure 3 shows time changes of the vertical velocity profile. It 
can be seen that, as a heat flux is applied at the wall, vertical 
flow develops and then decays slowly. Figure 4 depicts the 
corresponding lateral temperature and solute concentration 
gradients, indicating that negative horizontal gradients of 
both temperature and solute concentration develop and 
finally reach steady-state values. Sharp changes in both the 
vertical velocity as well as the solute gradient near the wall 
indicate the presence of the boundary layer. Since both 
(dT/dx) and (dS/dx) are negative except for the region near 
the wall, it is seen from equation (9) that (dT/dx) and (dS/dx) 
act as a vorticity source and sink, respectively. 

Figure 5 shows some computed results of the temporal 
change of perturbation kinetic energy; its growth or decay 
after a sharp initial drop due to viscous damping, indicates the 
stability of the fluid. The solid lines (for K = 1.0, d/L = 10) 
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Fig. 5 Temporal changes of perturbation kinetic energy for NaCI/H20 
and d/L = 10 
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in 

a. 
\ 
ra 

a. 
0.5 
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W^^ 
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K 
Fig. 6 Ra/Rs versus K for d/L = 5,10,20, and 30 

clearly illustrate a subcritical (Ra/Rs = 0.40), a neutral 
(Ra/Rs = 0.65) and a supercritical (Ra/Rs = 1.00) condition. 
However, locating an exact value of Ra/Rs for which the 
neutral state of dEp/dt = 0 is achieved, can be difficult. Thus 
the value of Ra/Rs corresponding to this neutral stability was 
interpolated from two data points; one with a positive and the 
other with a negative value of dEp/dt (see the two dotted 
lines, Fig. 5) with the I d(logEp) Idt I of these two points being 
less than 1/200. In Fig. 6, each data point corresponds to the 
value of Ra/Rs for which the growth rate of perturbation 
kinetic energy is zero, with the minimum point of a curve for a 
given slot width being the critical condition above which 
cellular convection occurs. This method of systematic search 
for the critical condition was performed for d/L = 5, 10, 20, 
and 30. For d/L > 30, this approach has to be abandoned 
because of the prohibitively large amount of computing time 
entailed. 
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Fig. 7 Critical wavelength, Kc, versus slot width, d/L 
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O : Numerical Results 

• : Numerical Result with K = 0.65 
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Range 

obtained in ( 8 ) 
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Fig. 8 (Ra/Rs)c versus d/L 

Figure 7 shows' the relationship, obtained from Fig. 6, 
between the wave number, Kc, corresponding to the critical 
value of Ra/Rs (= (Ra/Rs)c) and the slot width, d/L. It can 
be seen that the change of Kc with d/L becomes very small as 
d/L increases beyond 20. Here, the asymptotic value of Kc for 
d/L>30 was estimated to be —0.65, and it should be noted 
that the wavelength 2-ir/K, for K = 0.65 is 9.67, which agrees 
reasonably well with the experimental value of the vertical size 
of cells listed in Table 1. Using this asymptotic value of Kc, 
the critical value of Ra/Rs for d/L = 40 was obtained from 
two runs, one with Ra/Rs = 0.25 and the other with Ra/Rs 
= 0.32. The former resulted in d(logEp)Idt = - 2.5 x 10 "3 

(decay in perturbation kinetic energy), while for the latter 
d(\ogEp/dt = 0.8 x 10"3 (growth in perturbation kinetic 
energy) with an interpolated critical value of Ra/Rs = 0.30. 

Figure 8 is the summary of (Ra/Rs)c plotted against d/L. 
The circles at d/L = 5, 10, 20, and 30 indicate values of 
(Ra/Rs)c obtained from Fig. 6, while the solid circle at d/L = 
40 is the numerical result for AT = 0.65. Solid lines indicate the 
range of (Ra/Ks)c obtained in the physical experiment (see 
Table 1), whereas the dotted line is the plot of equation (28) of 
the THS analysis. Since there is very little change in (Ra/Rs)c 
when d/L is changed from 30 to 40, and since (Ra/Ra)c at 
d/L = 40 is very close to the experimentally obtained value of 
0.28 -0.30, it was concluded that the effect of the slot width 
is negligible if d/L> -30. For the range of d/L < 30, Fig. 8 
shows the increase in (Ra/Rs)c with a decrease in d/L. This 
numerical results, in turn, confirm the validity of the ex
perimental results of Narusawa and Suzukawa [8] in that their 
tank width of 10 cm was indeed large enough to simulate a 
semi-infinite body of fluid. (In terms of the experimental 
range shown in Table 1, the slot width corresponding to d/L 
= 40 is 1.2 - 4.4 cm, depending on the applied heat flux.) 
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Fig. 9 Effect of the Lewis number on the critical condition for a fixed 
value of d/L = 10 
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Fig. 10 Temporal changes of dT/dx - (Ra/Rs) 1 -dS/dxia - dpldx) for 
(Ra/Rs) = 0.65 and d/L = 10 

The discrepancy between the numerical experiments and the 
THS analysis (dotted line) is quite significant, although the 
THS analysis supports the general tendency in the (Ra/Rs)c 
- (d/L) relationship for d/L < -20. It is interesting to note 
that Ra/Rs is the common unifying parameter in the present 
case of a uniform heat flux, compared with the case of a 
constant wall temperature, in which the stability criterion for 
a narrow slot is quite different from that for a semi-infinite 
body of fluid (see section 1). 

To see the effect of the Lewis number on the onset of in
stability, additional numerical computations for 1/Le = 24 
x 10~3 (HC1/H20) and 3.5 x 10~3 (CuS04/H20) with a 
particular slot width of d/L = 10 were performed, and the 
results are plotted in Fig 9. As can be seen, (Ra/Rs)c and the 
corresponding wavelength ( = 2ir/K) are (Ra/Rs)c = 0.78 at 
2TT/A" = 7.39 for HC1/H20, 0.65 at 6.10 for NaCl/H20 and 
0.53 at 5.24 for CuS04/H20, respectively. This tendency for 
both (Ra/Rs)c and the corresponding wavelength to decrease 
with a decrease in the diffusivity ratio (= 1/Le) is quite 
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consistent with the results of the physical experiments, 
although the values themselves are different from those in 
Table 1 because of the effect of the slot width. 

Both Hart [3] and Chen [5] showed from observation of the 
base flow characteristics that instability sets in when the 
horizontal temperature gradient is large while at the same time 
the horizontal density gradient is nearly zero. Figure 10 was 
plotted to illustrate the temporal change of the value (dT/dx 
- (Ra/Rs)~1-dS/dx) for the three cases of HC1/H20 
(subcritical), NaCl/H20 (critical) and CuSo4/H20 (super
critical). A negative value of the ordinate indicates a positive 
horizontal density gradient and vice versa. A larger value of 
1/Le means either enhanced solute diffusion or lessened 
thermal diffusion in the horizontal direction; which, in turn, 
results in a smaller (or a negative) horizontal density gradient 
since both the solute and the temperature gradients are 
negative. The consequences of this effect are indicated in Fig. 
10 as marked differences in temporal changes of the 
horizontal density gradient among the three solutes at x/d = 
1/4. At x/d = 1/4, for both the HC1/H20 (subcritical 
condition) and the NaCl/H20 (critical condition) cases the 
horizontal density gradient is negative and slowly decays to 
zero, while for the CuS04/H20 (supercritical condition) case 
the density gradient approaches zero from the positive 
direction. (Growth of perturbation kinetic energy occurred 
for the CuS04/H20 case at t = 25 - 30). For all three cases, 
temporal changes of the density gradients at x/d = 1 / 2 are 
nearly the same as shown by a single dotted line in Fig. 10. 
The above description suggests that a positive density gradient 
in a major portion of the flow is likely to cause instability. 

5 Conclusions 
(/) The time needed to establish a steady-state decreases 

with d/L, and narrow slot cases can be treated as steady-state 
problems, validating the approximate study the THS. 
However, the steady-state solution fails to predict the critical 
condition for large values of d/L, since a breakdown of the 
conduction-dominated state occurs before the steady-state is 
reached, resulting in a value of (Ra/Rs)c much higher than 
that predicted by the THS analysis. (This conclusion is the 
same as the one reached by previous investigators for the case 
of a constant temperature wall.) 

(//•) In our case the constant heat flux, the principal non-
dimensional parameter, governing the stability of double-
diffusive convection is the same, i.e., Ra/Rs, for both the 
narrow slot problem and the semi-infinite body of fluid. 

(Hi) The value of (Ra/Rs)c decreases with the increase of 
d/L up to d/L —30; however for larger values of d/L, the 
problem can essentially be regarded as the case of a semi-
infinite body of fluid, and (Ra/Rs)c was found to take a 
constant value of —0.30, which agrees well with the results 
obtained previously by a set of physical experiments. 

(iv) The effect of Le has been investigated numerically, and 
it was found that the temporal change of the horizontal 
density gradient in the fluid depends heavily on Le, indicating 
that, given Pr and d/L, (Ra/Rs)c increases with a decrease in 
Le. 
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Natural Confection in Evaporating 
Minute Drops1 

Interfacial flow structures in small liquid drops evaporating on flat plates are 
cinematographically investigated using the methods of direct photography and laser 
shadowgraphy. Various liquids of relatively low boiling point were evaporated on 
glass and copper plates at room temperature. The laser shadowgraph records the 
flow patterns simultaneously at both the liquid-air interface and the liquid-solid 
interface, from which the evaporation rate is determined. It reveals the existence of 
three distinct flow structures at the liquid air interface: stable, substable, and un
stable. An interfacial flow map is constructed. The direct photography is employed 
to study the morphology during the entire process of the unstable-interface type 
evaporation. The mechanism of ripple formation which enhances the evaporation 
rate is found to be caused by hydrophilicity of the liquid. 

Introduction 

It has been known that interfacial turbulence produced by 
surface tension gradients causes significant enhancements in 
both heat and mass transfer (e.g., references [1-3]). Most 
studies on interfacial turbulence are focused on pools of 
liquids. A review of the literature pertinent to the problems of 
interfacial turbulence is presented in [3] and will not be 
repeated here. Reference [4] reported a preliminary finding of 
surface tension/temperature driven mechanism in minute 
drops evaporating on a flat plate by means of the laser 
shadowgraphy. Three fundamental structural forms of in
terfacial flow, radial stripes, polygonal cells and ripples are 
revealed and related to three stages of drop evaporation. The 
mechanism of ripple formation is caused by the liquid-air 
interface tension changes in the negative direction. 

The present study is a continuation of the work of [4] using 
both the direct photography and laser shadowgraphy to 
observe the interfacial flow patterns of evaporating drops on 
glass and copper plates. The latter method leads to the 
classification of three distinct interfacial forms and the 
construction of an interfacial flow map for drop evaporation. 
The direct photography is used to investigate the morphology 
during the entire process of the unstable-interface type 
evaporation. The drop lifetime history is determined and 
correlated. Traditionally, interfacial instability has been 
considered due to ever present, small, random fluctuations at 
the interface through the Marangoni effect. The present study 
sheds light on the mechanism of interfacial turbulence which 
will be related to some aspects of physical chemistry on the 
surface of the evaporating drop, namely through the ab
sorption of water vapor in the ambient resulting in the for
mation of a binary-component mixture in the evaporating 
drop. 

Experimental Apparatus and Procedure 

Two different methods of observation were adopted: direct 
photography and laser shadowgraphy. The apparatus for 
direct photography consisted of a white light source, a glass 
plate coated with developed emulsion on one side, and a 
movie camera, as shown in Fig. 1. The developed emulsion 
had a specific density such that the photography density was 
approximately 1.7. When the light source and the camera 
were situated at proper positions, the process of drop 
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evaporation could be recorded clearly in photos with sharp 
contrast. 

The laser shadowgraphy used the apparatus, consisting of a 
laser light, a test plate, and two aluminized mirrors, a screen 
and a camera, as illustrated in Fig. 2. A minute drop was 
placed on an optically flat glass plate of 102 mm x 127 mm 
and 1.5-mm thickness for evaporation in open air. A C.W. 
Radiation Model SP2, 2.5-mW cylindrical helium-neon laser 
was used as the light source. The two mirrors were aluminized 
on the surface nearest to the objects that were viewed so that 
light could be reflected with no refraction. They were 
mounted in parallel on a specially-designed frame set at 45 
deg. The test plate was inserted into the vertical light beam 
between the two mirrors. The mirror arrangement was used to 
obtain a horizontal view of the evaporating drop. The optical 
path from the lower mirror was horizontal and intercepted by 
a vertical screen. The image on the screen was recorded by a 
16-mm Bolex H16 EBM movie camera having a Nikon Nikkor 
300-mm 1:4.5 lens. A Kalt 72-mm Close-Up Dioptor lens was 
mounted on top of the Nikon lens to photograph the air-liquid 
and liquid-glass interfaces of an evaporating drop. A drop 
was carefully placed on the test plate by means of a 50 ;u,l 
Monoject micro syringe. The needle tip was touching the plate 

L i p h t ^ 

Liquid Drop 

Movie Camera 

Glass Plate 

-Emulsion Film 
Fig. 1 A schematic of direct photography 

M 
Movie Camera 

Screen 
Fig. 2 A schematic of laser shadowgraphic system 
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Fig. 4 Instant laser shadowgraph of various drops evaporating on a
glass plate (a) methanol, (b) acetone, (e) ethyl acetate, (et) methylene
chloride, (e) cyclohexane, and (f) image of drop periphery

structure at the air-liquid and liquid-solid interfaces of the
drop.

In Figs. 4(a) through 4(e), the circle at the center of each
photo represented the image of each drop. The rectangle
outside the circle was a piece of transparent Scotch tape at
tached to the center of the screen. This was done to balance
the illumination of the other portion of the screen and to
enhance the contrast of the inner rings which was printed
separately in Fig. 4(f). The inner rings in Fig. 4(f) were similar
in appearance for all three types of evaporation since the inner
rings showed the drop periphery which remained circular in
shape during the evaporation of tiny minute drops.

When a drop formed a spherical segment, with a very
smooth surface, the outer rings exhibited perfect concentric
circles; Fig. 4(e) for cyclohexane. This type of phase change,
classified as "stable-interface type evaporation," occurs in
the drops of cyclohexane, carbon tetrachloride, and ethyl
ether. On the other hand, should a drop surface be rippled,

A

8

Fig.3 Two sets of rings in a drop image on screen

surface before and during the injection to permit the for
mation of a calm, unsplashing drop.

A freshly polished (wiped with dry clean cotton balls) glass
plate would not hold unstable-type liquid drops which would
spread over it as a thin film. To maintain consistency and for
reproduction of the test results, each experiment was con
ducted at least 24 hrs after wiping both the glass and copper
test plates with dry clean cotton balls. The test surface was
covered by a very soft tissue paper over the waiting period
during which the surface became free of residual liquid
molecules while remaining intact from impurity in the am
bient air. From the macroscopical point of view, then, the
effects of wetting is considered solely related to the balance of
three surface tension forces; namely liquid-solid, solid-air and
air-liquid as indicated by the magnitude of the surface tension
coefficient of the testing liquid. The microscopical ob
servation of wetting phenomena is beyond the scope of the
present study.

Photographic Observations

Various liquids at low boiling point labelled with "reagent"
were studied, including acetone, methanol, ethanol, ethyl
acetate, benzene, chloroform, methylene chloride,
cyclohexane, carbon tetrachloride, and ethyl ether. Each
minute drop evaporated on an unheated plate in open air.

The photographs by the laser shadowgraphy exhibited two
sets of rings: one appearing inside the drop image and the
other outside the drop image, as schematically illustrated in
Fig. 3. The inner set of rings depicted the flow pattern at the
liquid-solid interface, i.e., drop periphery. They correspond
to the Fresnel diffraction of circular aperture. This set of rings
propagated outward as drop evaporation proceeded, i.e., as
the drop periphery moved inward. Therefore, the speed of the
moving rings reflected the contracting velocity of the drop
periphery. The outerset of rings, however, portrayed the flow

____ Nomenclature

D

d

E
e
f
h
k

Ma
Ma'

n
R

diameter of outermost ring on screen (Figs. 2 and 3),
m
diameter of drop (Fig. 2) and its image on screen
(Fig. 3), m; do, initial value.
equivalent diameter of drop on test plate at zero
time,m
(adol p.a)(TIV I Tb)1 E

1
/
4

electronic charge (= 1.5924 x 1O- 19 °C)
focal length of spherical-segmented drop, m
height of spherical segment (Fig. 2), m
Boltzmann constant (= 1.38 X 10 -23 J/K)
Marangoninumber = (TIV-Tb)de(daldT)/(p.a)
modified Marangoni number = «(Tdolp.a) (TIVITb )
refractive index
radius of spherical segment (Fig. 2), m

Too ambient temperature, K
T IV temperature of test plate, K
Tb boiling temperature of liquid, K

t time, s
V instantaneous volume of drop, m 3

; Va' initial value
a thermal diffusivity of liquid, m 2Is
E = dielectric constant
t electrokinetic potential of interface, V
p. absolute viscosity, Pa • S
7r repulsive pressure of thin layer of polar organic

liquid over water, N/cm
a - surface tension at air-liquid interface of con

taminated drop, NIcm; (To, of pure liquid
T = drop lifetime, s
t/; electrostatic potential of interface, V
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Fig. 6 Direct photograph at various instants during evaporation
process of an acetone drop on a glass plate (b)

c

A E A

~)
B F,,-----,

B

~F-J

Fig. 5 Direct photograph at various Instants during evaporation
process of an acetone drop on a glass plate (8)

o

the outer rings were dissolved to form irregular radiant stripes
within a sawtooth-like circle, Figs. 4(a) and 4(b) for methanol
and acetone, respectively. The drops of acetone, ethyl
alcohol, and methanol exhibited the behavior, which is called
"unstable-interface type evaporation." There is a group of
liquids such as ethyl acetate, benzene, chloroform, and
methylene chloride whose interfacial flow patterns are in
between the two limits, Figs. 4(c) and 4(d), for ethyl acetate
and methylene chloride, respectively. The outer rings were
retained but their shape was distorted from a circular shape
and spiked. This group is categorized into "substable
interface type evaporation." In reference [4], these three basic
flow structures were referred to as "radial stripes,"
"polygonal cells," and "ripples," named after their
respective appearances. It was thought that the three flow
patterns would appear in sequence during the entire process of
evaporation for all liquids. However, the present study
revealed that each structure is characteristic of a group of
liquids and describes the nature of air-liquid and liquid-solid
interfacial activities.

The direct photography was utilized to observe the mor
phology of drops undergoing the unstable-interface type
evaporation. Two series of photos, Figs. 5 and 6, were taken
on an acetone drop with the camera at two different angles.
The evaporation process can be divided into three stages:
quiescent, vigorous, and residual stages. The duration of
these three stages varies with liquids. In the quiescent stage,
the drop formed a spherical segment with a very smooth
surface, as shown in Fig. 5(a). Then, tiny liquid blisters began
to appear at the drop periphery. The location and order of the
blister formation were randomly formed until the entire
periphery was filled with the blisters, Figs. 5(b) through 5(e)
and Figs. 6(a) through 6(c). Meanwhile, the spherical segment
gradually deformed into a radial ridge but the air-liquid in
terface continued to sink in. In Figs. 5(f) and 6(d), the ridge
disappeared completely because the liquid had either
evaporated or moved toward the drop periphery until it
formed a very thin film surrounded by a circular torous-

shaped periphery. Evaporation proceeded rapidly during this
stage, particularly at the drop center but slow at the torous
surface because of high boiling point of the absorbed water.
Due to a change in the surface tension/temperature gradient,
the film then retracted and pulled the liquid in the torous
toward the drop center, thus creating concentric ripples, Figs.
5(g) and 6(e). Finally, the torous retracted, attracting the
remaining liquid to form a tiny hemisphere. Evaporation
continued but at a very low rate in the residual stage.
However, when the ambient temperature was raised by ap
proximately 4°C, for example, due to heating by an
illuminating lamp, the torous was not able to retract into a
single tiny drop due to insufficient surface tension force. The
torous then broke up into numerous tiny drops on a circle, as
seen in Figs. 5(h) and 6(f).

Results and Discussion

In experimental investigation, it is important to determine
the nondimensional parameters which govern the interfacial
turbulence in minute drops evaporating on an unheated
horizontal plate. Since the liquid volume is so tiny and thin,
flow patterns are induced mainly by a surface tension driven
instability. In other words, buoyancy-driven convection is
very small and can be neglected. Hence, the Marangoni
number Ma = (Tw - Tb )de (da/dT) / (p.ct) could be an im
portant parameter. Electrostatic and Electrokinetic potentials
of interface, ..p and S, respectively, are also origins of the
interfacial phenomena. They can be expressed in dimen
sionless form as ..pe/ (kT) and se/ (kT) where e expressed the
electronic charge; k, Boltzmann constant; and T, interfacial
temperature in the absolute scale. The polar group, because of
van der Waals bonds to the water, may absorb water vapor
from the ambient air during the evaporation process. Water
molecules, absorbed from the air-liquid interface into the
drop, induce the repulsive pressure in the liquid, which leads
to lower values of surface tension. In general, the larger is the
dielectric constant, E, the higher is hydrophilicity of the liquid.
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Fig. 7 Correlation of drop lifetime of various liquids 

Hence, e could be another parameter controlling the in-
terfacial flow patterns. The dimensionless quantities 
associated with heat transfer such as the Prandtl and Jakob 
numbers are considered unimportant in the present study 
since evaporation takes place at room temperature. Also 
neglected are the influence of the Reynolds, Weber, and 
Froude numbers. However, a modified Marangoni number 
defined as Ma* = ad0 (Tw/Tb)/(pa) is proposed which will 
be combined with ey' for correlating test data for the drop 
lifetime. 

Experimental evidence indicated that drop lifetime was 
strongly dependent on the magnitude of the dielectric constant 
of liquids e. Test data on the lifetime r in dimensionless form 
ar/do was correlated with the dimensionless parameter E, 
defined as Ma*/e'/4. Here, a denotes thermal diffusivity; d0, 
initial diameter of drop image on the screen (i.e., initial 
diameter of the drop on the test plate); a, air-liquid surface 
tension; /x, liquid viscosity; and T„ and Tb, temperature at 
plate surface and saturated state of the liquid, respectively. 
The physical properties in [6-10] were employed. Figure 7 
shows that the dimensionless drop lifetime decreases with an 
increase in E. Among those liquids being tested, ethyl ether 
drops shared the shortest lifetime, whereas the two alcohols 
enjoyed the longest lifespan. 

A method is developed to determine the drop volume-time 
history from the shadowgraph: First, the diameter of liquid-
solid interface on the test plate, d, and that of the outermost 
ring on the screen, D, were measured. The distances AC and 
CE are known where A denotes the drop center on the test 
plate, while C and E are its images on the plate front mirror 
and the screen, respectively (see Fig. 2). Then, by a simple 
geometric relationship, the focal length of the drop, / , which 
is equal to AB, can be expressed as 

/ - A B - * £ ± ^ 0) 
D + d 

This equation also applies when B falls between A and C. 
Now, one can evaluate the radius of the spherical segment 
using the relationship 

( « - T ) 

= ( « - ! ) (2) 

where n is the refractive index. For the liquids tested here, « 
varies from 1.3 to 1.5. Then, the volume of the drop can be 
determined as 

V=irh2{R-j) (3) 

wherein the height of the spherical segment is 

h=R—jR2-d2/4 (4) 
Typical test results were listed in Table 1. The volume-time 
history is presented in Fig. 8 for the stable-type and Fig. 9 for 
both substable- and unstable-interface type evaporations. V0 
denotes the initial drop volume and T indicates the drop 
lifetime. In both the stable- and sub-stable-evaporation cases, 
test results fall close to a single curve. In the unstable 
evaporation case, each liquid is represented by a specific 
curve. However, one thing in common among the three 
liquids is that the time history can be distinctly divided into 
three stages: In stage 1, evaporation is controlled by the pure 
component (methanol or ethanol or acetone); in stage 2, water 
is absorbed from the ambient and is transported to the edges 
(polarity); and in stage 3, evaporation is controlled by pure 
component—water. The broken lines show the vigorous 
evaporation stage in which determination of V were very 
difficult due to the irregularity in drop shapes. Why is this 
particular stage of unstable-interface type evaporation so 
different in the evaporation rate from the other stages or the 
other types of evaporation? The answer must be related to the 
formation of a torous during that stage. 

A liquid with a larger dielectric constant e is generally 
characterized by high hydrophilicity, as shown in Table 2. It is 
theorized that during evaporation, water molecules in the air 
are absorbed by the surface of the liquid drop, as shown in 
Fig. 10(a). The absorbed water molecules migrate down along 
the drop surface toward the periphery (Fig. 10(6)). When the 
water concentration reaches a certain level, liquid blisters 
begin to appear in random order at the drop periphery (Fig. 
10(c)). This is because the repulsive pressure 7r (5 may also be 
referred to as "repulsive force") causes a reduction in surface 
tension from a value a0 for pure liquid: 

a = a0 — w 

in which a is the surface tension of the liquid with absorbed 
water molecules. When it exceeds a0, a becomes negative. The 
net effect of a negative a is a tendency for the drop surface to 
expand, leading to the formation of a torous at the periphery 
accompanied by a significant enhancement in the evaporation 
rate, Fig. \Q{d). The drop surface recedes very rapidly until 
the central portion of the drop forms a very thin film, Fig. 
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Table 1 Typical test results 

t 
s 
0 
1 
6 
13.5 
25.5 
33 
40 
47 
52 

Methanol 
D 
cm 
25 
20 
12 
11 
10 
9 
8 
7.5 
6 

d 
cm 
0.65 
0.65 
0.65 
0.65 
0.65 
0.65 
0.65 
0.65 
0.65 

t 
s 
0 
4 
6 
14.5 
24 
50 
62 
67 
80 

Ethanol 
D 
cm 
20 
18 
16 
14.5 
13 
12 
11 
10 
9 

d 
cm 
0.67 
0.67 
0.67 
0.67 
0.65 
0.65 
0.65 
0.65 
0.65 

Acetone 
t 
s 
0 
3.5 
6.5 
9.5 
12 
15 
19 
23 
27 

D 
cm 
15 
13 
11 
9 
8 
7 
6 
5 
4 

d 
cm 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 

120 140 30 

150 
160 
190 
240 
320 

t 
s 
0 
1.5 
7.5 
12 
17.5 
23.5 
29.5 
34 
41 
47.5 
54.5 
70 
73.5 
79.5 
86 
92.5 
100 
110 
115 

-
10 
10 
4 
0 

-
0.25 
0.2 
0.2 
0 

Benzene 
D 
cm 
24 
22 
20 
18 
16 
14 
13 
12 
11 
10 
9 
9 
9 
8.5 
8 
8 
8 
7 
0 

d 
cm 
0.8 
0.75 
0.75 
0.75 
0.75 
0.75 
0.7 
0.7 
0.7 
0.7 
0.7 
0.65 
0.6 
0.55 
0.5 
0.4 
0.3 
0.25 
0 

Cyclohexane 
t 
s 
0 
2.5 
5 
7.5 
11 
15 
19 
22.5 
31 
37.5 
39 
42.5 
45 
49 
55 
61 
62.5 
64.5 
66.5 
69.5 
71 
75 
80 

AC = 
CE = ! 

D 
cm 
14 
13 
12 
11 
10 
9 
9 
8.5 
6.6 
6.6 
6.4 
6.0 
6.0 
5.6 
5.0 
5.0 
4.4 
4.0 
3.0 
2.4 
2.4 
2 
0 

d 
cm 
0.8 
0.75 
0.7 
0.7 
0.7 
0.65 
0.6 
0.6 
0.6 
0.55 
0.55 
0.55 
0.5 
0.5 
0.5 
0.45 
0.45 
0.4 
0.35 
0.35 
0.3 
0.2 
0 

6.3 cm 
35.25 cm 

210 
260 
305 
363 

12 
12 
4 
C 

'. 0.25 40 
'. 0.2 56 

0.2 70 
1 0 

Methylene 
i 

/ 
s 
0 
2.5 
4 
6 
8 
10 
14.5 
21 
25 
29 
30.5 
32.5 
34 
35.5 
37 
38.5 
40.5 
42.5 

;hloride 
D 
cm 
18 
17 
16 
14 
13 
13 
13 
13 
12 
11 
10 
9 
8 
6 
5 
4 
4 
0 

d 
cm 
0.65 
0.65 
0.6 
0.6 
0.6 
0.55 
0.5 
0.45 
0.4 
0.4 
0.4 
0.4 
0.35 
0.35 
0.3 
0.3 
0.25 
0 

Ethyl ether 
/ 
s 
0 
1.5 
2.5 
6.5 
7.5 
10 
11.5 
12.5 
15 
16.5 
17 
18.5 
19 
22.5 

D 
cm 
12 
10 
9 
9 
9 
8 
8 
8 
8 
7 
7 
6 
5 
0 

d 
cm 
0.65 
0.65 
0.6 
0.55 
0.5 
0.5 
0.45 
0.4 
0.35 
0.35 
0.3 
0.25 
0.2 

2 
2 
0 

0.3 
0.2 
0 

Ethyl acetate 
t 
s 
0 
6.5 
9.5 
13 
16 
19.5 
28.5 
36.5 
39.5 
44.5 
49.5 
55 
58 
69 
87.5 ' 
96 
107 
114.5 
120 

D 
cm 
18 
16 
15 
14 
13 
12 
11 
10 
9 
9 
8 
7 
6 
5 
5 
5 
4 
3.6 
0 

Carbon 

d 
cm 

0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.7 
0.7 
0.7 
0.7 
0.7 
0.65 
0.6 
0.5 
0.4 
0 

tetrachloride 
/ 
s 
0 
2 
4.5 
6.5 
10.5 
15.5 
23 
34 
39 
45.5 
51.5 
57.5 
69 
72.5 
78 
80.5 
83 
87.5 
100 

D 
cm 
14 
12 
10 
10 
10 
10 
10 
10 
9.6 
9 
9 
9 
8 
8 
7 
6 
6 
6 
0 

d 
cm 
0.85 
0.85 
0.85 
0.8 
0.75 
0.7 
0.65 
0.6 
0.55 
0.55 
0.5 
0.45 
0.4 
0.35 
0.35 
0.35 
0.3 
0.25 
0 

Chloroform 
t 
s 
0 
6 
8.5 
11 
14 
19 
24 
33 
39.5 
47 
54.5 
59 
65.5 
69.5 
78 
80.5 
85.5 
89.5 
92 
97 

D 
cm 
16 
15 
14 
13 
12 
12 
12 
12 
12.2 
12.2 
12.2 
12.2 
12.2 
13 
12.6 
12 
13 
14 
14 
0 

d 
cm 
0.8 
0.8 
0.8 
0.8 
0.8 
0.75 
0.7 
0.65 
0.6 
0.55 
0.5 
0.45 
0.4 
0.35 
0.3 
0.3 
0.25 
0.2 
0.15 
0. 

10(e). The surface tension of the liquid film acts to pull the 
liquid from the torous toward the center to form a new, tiny 
hemispherical drop, Fig. 10(/). The new drop evaporates at a 
low rate as it contains a substantial fraction of water in it. 
Figure 10(g) is the alternate of Fig. 10(/) when the ambient 
temperature is raised. 

In order to verify that the repulsive pressure contributes to 
a reduction in surface tension at the air-liquid interface, a 
drop of ethyl ether mixed with 1 percent by volume of carbon 
tetrachloride was placed on the glass plate. Two photos in Fig. 
11, obtained by direct photography, show the formation of 
liquid blisters at the drop periphery which eventually 
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o Carbon Tetrachloride 
* Cyclohexane 
- Ethyl Ether 

0.1 0.2 TO 0~A 05 06 07 Oil" 0.9 

Fig. 8 Stable-type drop evaporation 
1.0 t / r 

Unstable 
Type 

Methanol 

Alcohol 

Acetone 

Ethyl Acetate 

Methylene Chloride 

Chloroform 

Benzene 

0.1 0.2 0.3 04 03 OS OJ 08 53 10" \/z 

Fig. 9 Unstable- and substable-type drop evaporation 

Fluid 

Stable-type 
carbon tetrachloride 
cyclohexane 

ethyl ether 

Substable-type 
ethyl acetone 
benzene 
chloroform 
methylene chloride 

Unstable-type 
methanol 
ethanol 
acetone 

Boiling 
point 
Tb,K 

349.7 
353.9 

307.7 

350.3 
353.3 
334.3 
313. 

337.8 
351.5 
329.4 

Dielectric 
strength 

e 

2.238 
2.023 

4.335 

6.02 
2.284 
4.806 
9.08 

33.62 
24.3 
20.7 

Surface 
tension 
ff,N/m 

0.0269 
0.0257 

0.0172 

0.024 
0.0292 
0.0273 

-

0.0224 
0.0024 
0.024 

Table 2 Some properties of the liquids tested 

alcohol water 

del 

s 
del 
del 
del 

inf 
inf 
inf 

s 
inf 

inf 

inf 
inf 
inf 
inf 

inf 
inf 
inf 

Solubility 
ether 

inf 
inf 

inf 

inf 
inf 
inf 
inf 

inf 
inf 
inf 

acetone 

s 
inf 

v 
inf 
s 

inf 
inf 
inf 

benzene 

inf 
inf 

inf 

v 

inf 

inf 
inf 
inf 

or 
G 

Quiet-Evaporation s tage Riaorous-Evaporatinn Stafie Resklual-Eva'x 

Fig. 10 Mechanics of unstable-type drop evaporation 

developed into a torous. Another test method involved an 
addition of 1 percent by volume of carbon tetrachloride to a 
drop of a pure ethyl ether after the latter was placed on the 
test plate. A torous was seen at the drop periphery during the 
process of evaporation. This is in contrast to the pure com
ponent evaporation where no liquid blisters or torous were 
observed when drops of either pure ethyl ether or pure carbon 
tetrachloride were evaporated. The pure component drops 
remained in the shape of a spherical segment, with a placid 
surface throughout the entire evaporation process. 

In order to prove no influence of physico-chemical 
characteristics of test surface on the nature of interfacial 
turbulence, tests on the evaporation of various liquids were 
repeated on a polished copper plate under the identical 
situation as using the glass plate. A series of photos, by direct 
photography in Fig. 12, showed the evaporation process of an 
acetone drop. The variation of drop morphology is identical 
with that which had occurred on the glass plate. For example, 
the formation of liquid blisters followed by a very thin film in 
the central portion of the drop appeared in Fig. 12(6) to 12(/). 
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References

Conclusions

Interfacial stability in liquid drops evaporation on flat
plates at room temperature was studied by both the direct
photography and laser shadowgraphy. A method was
developed to determine the volume-time history of
evaporation drops from shadowgraphic photos. It is con
cluded from both flow visualization and volume-time history
that liquids can be classified into three types: unstable,
substable, and stable evaporation. The interface of stable
type drops remains smooth and takes the shape of a spherical
segment. The unstable-interface type drop undergoes three
stages of the evaporation process: quiet, rigorous, and
residual evaporation. A theory is proposed and confirmed
that the vigorous stage of an unstable interfacial type drop is
caused by the action of surface tension on the drop interface
mixed with the water molecules that are absorbed from the
ambient during the process of evaporation. An interfacial
flow map is constructed which defines the domains.

o
Methanol

30 f

o
Acetone

IUnstable Reg ion I

o 10 20

Fig. 13 Interfacial flow map

250

200

,
\
0\

Ethyl \
Acetate\

150 \ \
~nzene \

\ "-
\ 'thloroform "

100 CY~IO-~ SUbstable ""
hexane Region "-
'tQrbo~ "- "-

etrachlori~ ~eth lene '- 0

50 0" Chloride "- "- Alcohol
Ethyl Ether "- "-

IStable Region I '-

Fig. 11 Direct photograph showing formation of liquid blisters at the
periphery of an ethyl ether drop mixed with 1 percent by volume of
carbon tetrachloride during evaporation process on a glass plate

Fig. 12 Direct photograph at various instants during evaporation
process of an acetone drop on a copper plate

We have thus proved that the liquid blisters and the torous
were not produced as a result of surface characteristics of the
test plates.

An interfacial flow map was constructed in Fig. 13 to define
the domains of the three basic interfacial flow structures. The
figure is a plot of the Marangoni number versus the dielectric
constant. It is seen that unstable interfacial type liquids are
characterized by high Ma and E, whereas the liquids with low
Ma and E hav'e stable interface during their evaporation.
However, the addition of a small amount of stable-interfacial
type liquid can induce an interfacial turbulence in another
stable-interfacial type liquid, as previously discussed. For
example, both carbon tetrachloride and ethyl ether take the
form of a spherical segment with a perfectly smooth surfac.e
during evaporation. However, in presence of 1 percent by
volume of carbon tetrachloride, interfacial turbulence ap
pears in the drop evaporation of ethyl ether.
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Alfa-Laval, 

Lund, Sweden 

Comparison of the Rhine River 
and the Oresund Sea Water 
Fouling and Its Renewal by 
Chlorination 
Microbiological fouling is usually the main fouling mechanism occurring on heat 
transferring surfaces immersed in natural water of temperature between 5-50°C. 
The fouling rate of two natural waters — the Rhine river and the sea water of 
Oresund—has been studied. The dependence of fouling on flow rate and tem
perature is given. Chlorination is one of the most common biofouling control 
methods and it may be used for removal of already formed microbiological 
deposits. Tests performed on the Rhine water deposit are described and a 
ma thematic description of the chlorination kinetics is presented. The dependence of 
biofilm destruction on flow rate, temperature, concentration, and operation 
conditions was examined. 

Introduction 
A substantial number of heat exchangers, particularly plate 

heat exchangers, are designed for heat transfer duties in which 
all kinds of natural water sources (sea, river, and lake water) 
are used as a cooling medium. Water of this type with all its 
impurities causes more or less heavy fouling of these units. 
Although different types of fouling deposit may be formed, 
microbiological fouling is usually predominant up to tem
perature of 50°C. 

The aim of this study was therefore to extend the existing 
information about the effect of process variables on biofilm 
formation and its destruction by chlorine. 

The tests were carried out with the Rhine river water in 
Ludwigshafen, West Germany, which is a typical highly 
polluted river with very high fouling potential and with sea 
water of Oresund in Landskrona, Sweden, which is not at all 
typical of sea water, since its salinity is roughly 1/3 of the 
typical standard sea water. 

Experimental Method 

The tests have been carried out on two identical Alfa-Laval 
portable fouling units (PFU). The PFU is designed for testing 
the fouling rate, and testing fouling preventive methods, as 
well as for testing fouling removal methods. The schematic 
diagram of the PFU is shown in Fig. 1. 

Test water enters the test plate heat exchanger (PHE) and is 
heated up by circulating heating medium (demineralized 
water). After having passed the test PHE, the hot test water 
enters the recovery PHE and is cooled down by the cool 
circulation medium. In this manner roughly 80 percent of the 
heat transferred in the test PHE is recovered. The flow rate of 
test water as well as the flow rate and the temperature of 
circulating heating medium are maintained constant during 
the test by flow and temperature controllers. 

The test heat exchangers were of a plate type (Alfa-Laval P-
01) with the heat transfer area of 0.032 m2 per plate and plate 
spacing of 2.4 mm. The plate groupings used in this study are 
schematically shown in Fig. 2. All plates were made of 
commercially pure Titanium (ASTM Grade 1). The passes 
were thermally insulated from each other by an "insulation" 
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Fig . 1 Schemat ic d iagram of the portable foul ing unit 

plate [1] which was fitted with a pair of thermocouples for 
measuring liquid temperature between passes. This 
arrangement allowed to evaluate the fouling history 
simultaneously at six or four temperatures and three different 
flow rates. 

The formation of fouling deposit was evaluated in terms of 
fouling resistance Rf, calculated for the specific passes (Fig. 
2) from the initial (or clean) overall heat-transfer coefficient 
calculated from the temperature record at the beginning of 
each test series and the actual heat-transfer coefficient 
calculated from the temperature record during the test. If 
necessary, the heat-transfer coefficients were corrected with 
respect to the actual temperature and flow rate. 

Test conditions in specific passes are shown in Table 1. 
Nevertheless, due to fouling and fluctuations of the Rhine 
water and the Seawater temperatures, the temperatures shown 
in Table 1 changed slightly during the test. The temperature 
difference between heating medium and test water was as low 
as 6-10°C, and the mean slime mass temperature was only 

Journal of Heat Transfer NOVEMBER 1982, Vol. 104/663 
Copyright © 1982 by ASME

  Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2-4 °C higher than the water bulk temperature. Before 
starting a new series of tests, the test heat exchanger was 
dismantled and cleaned manually with diluted sodium 
hydroxide solution. 

For the last series of tests with the Rhine water (Test Series 
D) one spiral heat exchanger (SHE) was connected in series to 
the plate heat exchanger. The spiral heat exchanger had a heat 
transfer area of 0.31 m2, channel spacing of 5 mm, and 
channel width of 75 mm. All parts of the exchanger were 
made of Titanium. 

The chlorination tests were performed simply by con
tinuous injection of sodium hypochlorite solution into the 

PASS NUMBER 
1 2_ J H 5 

1 " ii i n 

A . / SEAWATER, TEST SERIES A + B + C 
RHINE WATER, TEST SERIES A + B + C 

1 2 3 4 5 6 

" " " i , . , i . i . i , " " , 

B . / SEAWATER, TEST SERIES D + E 

1 2 3 4 

C . / RHINE WATER, TEST SERIES D 

inlet pipe of the test rig. The residence time of the 
hypochlorite before reaching the test heat exchanger was less 
than 10s. 

Test Results 

Chemical Composition of Test Waters. 

The Rhine Water. The chemical composition of the Rhine 
water on the test site is shown in Table 2. Microbiological 
examination has not been made. 

Sea Water of Oresund. The Oresund sea water is a mixture 
of a regular sea water coming from the North Sea with a low 
salinity water of Baltic Sea. The composition of this water is 
not quite stable and depends on weather and tide. Table 3 
shows the composition of this water on the test site. 
Microbiological examination has not been made. 

Properties of Slime Deposit. At the end of the first test 
with the Rhine water, a chemical analysis of the slime deposit 
has been made. The results of this analysis are summarized in 
Table 4. As seen, the content of silica was highest in the 
fastest passages, the content of iron was highest in the slowest 
passages while the contents of calcium, aluminium and 
kalium were highest in the middle of the temperature interval 
and without any obvious influence of flow velocity. 

Besides this, several determinations of dry solids (105 °C) of 
sea water slime have been made. All value has ranged from 
8.2 to 12.5 percent of wet deposit. 

No microbiological analysis of the deposits has been made. 
No scaling has been observed. 

Appearance and strength of the slime deposit was a func
tion of flow velocity. Slime deposit formed under high shear 
stresses was more uniform, homogeneous, and even had 
better adhesion to the metal surface as slime formed under 
low shear stresses. 

Fig. 2 Plate grouping of the test plate heat exchanger, lest water side The Fouling Rate. The fouling process is obviously a 

Test water 

Sea water 
Test Series 
A + B + C 

Sea water 
Test Series 
D + E 

Rhine water 
Test Series 
A + B + C 

Rhine water 
Test Series D 
PHE 

Rhine water 
Test Series D 
SHE' 

Temperature 
of heating 
medium 

°C 

50 

40 

40 

40 

31 

Table 1 Summary of test conditions 

Water 
bulk 
temperature 

°C 

18-45 

8-36 

11-38 

17-35 

19-27 

Mean 
water 
velocity 

m/s 

0.12-0.14 
0.17-0.23 
0.35-0.43 

0.17-0.18 
0.34-0.36 
0.51-0.53 

0.15-0.16 
0.22-0.23 
0.43-0.45 

0.13 
0.19 
0.77 

0.43 

Initial 
shear 
stress 

Pa 

5.5-9.0 
13-20 
50-68 

13-14 
28-30 

100-108 

8.5-10 
17-22 
65-80 

6.7 
14.5 

190 

7.5 

Initial 
heat 
flux 
kW/m2 

11-16 
18-21 
24-27 

12-15 
17-19 
22-27 

9-11 
17-20 
25-28 

10.0 
14.2 
22.5 

9.1 

N o m e n c l a t u r e 

C = concentration of hypochlorous 
acid, kg/m3 

G = weight of polymers or slime 
deposit, kg 

K = d e p o s i t i o n / r e m o v a l ra te 
constant 

N = number of microorganisms 
Rf = fouling resistance, m2K/W 
Rf = fouling resistance of residual 

deposit which cannot be 

by chlorination, t = time, s 

Tb 

Ts 

T 

k 
m 
n 
P 

removed 
m2K/W 
water bulk temperature, °C 
wall temperature, °C 
mean slime temperature, (Tb + 
Ts)/2, °C 
constant in equation (6) 
exponent in equation (3) 
exponent in equation (1) 
exponent in equation (3) 

chlorination time, s 
= time between subsequent 

chlorinations, s 
= flow velocity, m/s 
= shear stress at the wall-fluid 

interface calculated from the 
p ressu re d r o p , channel 
crossectional area and surface 
area of the channel, Pa 
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function of time. Nevertheless, due to incessant changes of 
environmental conditions such as water quality and tem
perature, the real fouling seldom proceeds during long periods 
of time along a specific and mathematically well-defined 
curve such as sigmoidal growth [2]. Although short periods of 
exponential growth do exist, the extended periods of ex
ponential growth in nature are rare. Growth more often 
occurs in spurts followed by stationary or decreasing phases 
[31-

Also in this study, the observed fouling rate was as a rule 
not exponential. An outline of exponential growth was ob
served only during relatively short periods of time and mainly 
during the first days of some tests. In fact, the nonlinear 
fouling curves had usually a good linear approach in 
logarithmic diagram and could be approached by expression: 

dRf 
dt =Kt" (1) 

where the exponent n had a value ranging from zero (linear 
growth) to about 0.8. Figure 3 shows typical fouling curves 
obtained in this study, as well as curves obtained by others in 
laboratory [4] and field [6] studies. While in laboratory 
studies [4, 5], asymptotic fouling has been obtained during 
5-15 days; in field studies [6, 7, 8], asymptotic fouling has not 
even been reached during 50-70 days. Likewise in this study, 
test periods of up to 90 days were not sufficiently long for 
estimation of asymptotic value of fouling resistance. In fact 
the asymptotic value has never been reached in these tests. 
Therefore the following discussion gives information solely 
about the development of microbiological fouling during the 
growth period and not about the asymptotic value. 

Table 2 Composition of the Rhine water 

Since both linear and nonlinear fouling curves were ob
served, for simpler evaluation of test results, all the fouling 
curves obtained were linearized prior to further evaluation. 

The Effect of Temperature on Fouling Rate. Since the 
fouling rate at each flow velocity has been evaluated at two 
different temperatures, the effect of temperature on fouling 
rate was simply evaluated by comparison of mean values of 
fouling rate for each series. The evaluation was done by linear 
extrapolation between each pair of temperatures and was 
expressed in terms of the fouling rate at 25 °C in the case of 
the Rhine water (Fig. 4) and at 30°C in case of sea water (Fig. 
5). In the Rhine water, the fouling rate reached a maximum at 
a mean slime temperature of approximately 32°C and in sea 
water at approximately 35-37°C. 

The Effect of Flow Rate on Fouling Rate. To eliminate the 
effect of temperature on the fouling rate, linearized rate 
values, obtained with the Rhine water were recalculated 
according to Fig. 4 from the actual temperatures to tem
perature of 25 °C. Recalculated data are shown in Fig. 6 as a 
function of water shear stresses. It may be discussed whether 
shear stresses or the linear flow velocity should be used as a 
correlating parameter of biological fouling. However, 
comparison of the fouling rate obtained during Test Series D 
with the Rhine water (see Table 5) indicates clearly that the 
comparison of microbiological fouling on velocity basis is not 
adequate. 

pH 
Suspended matter 
Conductivity 
Tot. hardness as CaC0 3 
Calcium 
Chloride 
Sulphate 
Iron 
Manganese 
HC03" _ 

Ammonia 
Nitrate N03~ 
Phosphate 
Oxygen 

-
mg/1 
AtS/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 

7.6-7.9 
10-100 

350-800 
160-170 
55-60 
40-120 
29-42 

0.15-0.90 
0.20-0.80 
140-170 

0.05-0.40 
4.5-6.5 
1.0-1.5 

8-12 

Table 3 Composition of the seawater in Landskrona 

pH 
Salinity 
Chloride 
Sodium 
Sulphate 
Calcium . 
Total alkalinity 
as CaC0 3 
Phosphor as PO4 
Nitrate NO3 " 

_ 
mg/1 
mg/1 
mg/1 
mg/1 
mg/1 

mg/1 
mg/1 
mg/1 

7.4 
7.5 
4.1 
2.3 

-8.3 
-15. 
-8.3 
-4.6 

103 

103 

103 

0.42-0.86-10J 

88-

25-

176 

75 
0.003-0.13 
0.005-0.06 

12 

10 

8 

6 

4 

2 

n 

-

7~j 

E / 

jUsfC/^ 
c 

B J 

F 

1 1 1 

A 

1 1 

0 10 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 100 

OPERATION TIME , DAYS 

Fig. 3 Development of fouling resistance at various conditions: 

(A) Rhine water, v = 0.2 m/s, T = 18 Pa, Tb = 22°C 
(B) seawater, v = 0.14 m/s, T = 9 Pa, Tb = 35"C 
(C) sea wafer, v = 0.53 m/s, 7 = 108 Pa, Tb = 22°C 
(D) Rhine water, v = 0.77 m/s, 7 = 190 Pa, Tb = 23°C 
(E) reference [6], sea water, v = 0.6 m/s, T = 2 Pa, Tb = 25°C 
(F) reference [6], sea water, v = 1.8 m/s, T = 14 Pa, Tb = 25°C 
(G) reference [4], lab. study, v = 0.6 m/s, ^ = 2.3 Pa, Tb = 28°C 

Table 4 Chemical composition of slime deposit from the Rhine water at the end of Test Series A 
Pass number 

Residue at 105"C, 
Residue at 850°C, 

Silica 
Iron 
Calcium 
Aluminium 
Kalium 
Sodium 

% 
% 

Other elements found 
by spectral analysis: 

1 

9.0 
6.2 

1.10 
0.77 
0.49 
0.38 
0.14 
0.04 

Mg, Mn, P 
B, Co, Cr, 

2 

10.1 
6.9 

1.19 
0.95 
0.54 
0.43 
0.17 
0.04 

, Zn, S, 
Mo, Ni, 

Ag, 
Pb 

Cu 
Sb, 

3 

10.5 
7.0 

1.04 
1.17 
0.52 
0.47 
0.21 
0.25 

CI 
Sn, V, Ti, Ba 

4 

10.1 
7.3 

1.40 
0.77 
0.64 
0.50 
0.21 
0.09 

5 

10.8 
7.7 

1.38 
0.98 
0.63 
0.47 
0.19 
0.05 

6 

10.9 
7.2 

1.05 
1.27 
0.57 
0.42 
0.17 
0.12 

All values are in % of the wet slime. 
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Similarly, linearized values of the fouling rate obtained 
with sea water were recalculated according to Fig. 5 but in this 
case to temperature of 30°C (see Fig. 7). 

As seen in both cases, the fouling rate decreased con
siderably with increasing shear stresses, but the sensitivity was 
somewhat lower than the one previously observed [1]. 

Comparison of Fouling Rate in the Rhine River and in the 
Oresund Sea Water. Figure 8 shows the average values of the 
linearized fouling rate observed during tests with the Rhine 
water and the Oresund sea water. As seen, the fouling rate of 
the Rhine water was between 20 and 40 percent higher than 
the fouling rate of the Oresund sea water. The low fouling 
rate of sea water Test Series E was a result of intermittent 
chlorination performed daily during half-hour at a dosing 
level of 2 ppm. As seen, no drastic reduction of the fouling 
rate has been observed during the winter months. Therefore, 

20 30 
MEAN SLIME TEMPERATURE 

Fig. 4 Dependence of the Rhine water fouling on temperature 

20 30 m 
MEAN SLIME TEMPERATURE , °C 

50 

Fig. 5 Dependence of the Oresund Sea water fouling on temperature 

the drastic reduction of fouling rate which is frequently 
observed during winter months is probably caused, to the 
greatest extent, by lower temperature of cooling water. 

Removal of Biological Fouling by Chlorination. 

The Action of Chlorine. Hypochlorous acid is an extremely 
powerful oxidizing agent which easily diffuses through the 
cell walls of microorganisms. It is considered that 
hypochlorous acid oxidizes the active sites on certain enzyme 
sulfhydryl groups, which constitute intermediate steps in the 
production of adenosine triphosphate (ATP) essential for 
respiration, since ATP serves as the prime energy carrier in 
living organisms [9, 10, 11]. 

Beside this, it is considered that hypochlorous acid also 
attacks the extracellular polymers of microbiological slime. 
These polymers maintain the integrity of the biofilm matrix. 
Oxidative action of chlorine causes depolymerization and 
results in removal of the weakened biofilm matrix by fluid 
shear stress [2]. 

This destructive action differentiates chlorine from other 
nonoxidizing biocides and indicates that chlorination would 
be used not only for disinfection and control of biological 
fouling, but also for removal of already formed slime deposits 
as well. 

The Kinetics of Slime Removal. The effect of chlorination 
upon unicellular organisms may be described by the following 
expression, which sometimes is called Chick's law [3]: 

§=-KN (2) 
at 

where dN/dt is the death rate. 
Since slime deposits consist of living organisms as well as of 

extracellular polysaccharides and polypeptides, the death of 
the unicellular organisms does not necessarily result in im
mediate destruction and release of the slime deposit. The 
immediate effect of such disinfection of living organisms may 

1 0 -

^ 

0.5 

-

-

-

1 

sJl® 
® 

% 

. - REFERENCE (1 ) 

• \ 

® 4 ^ ^ 

MEAN SLIME TEMPERATURE : 25°C 

_LJ_L1_. 1 1 1 1 1 1 1 I I 

\ 
\ \ 
\ \ 

1 -

10 50 100 200 
SHEAR STRESS , PA 

Fig. 6 Dependence of the Rhine water fouling on shear stress 

Table 5 Comparison of fouling rate at 25 °C in different heat exchangers, 
the Rhine water of Test Series D 
Exchanger 
type 

PHE 

SHE 

Flow 
velocity 
m/s 

0.13 
0.19 
0.77 

0.43 

Shear stress 

Pa 

6.7 
14.5 
190 

' 7.5 

Foulin 

lO"7 

irate 

•m 2 K/W.h 

7.4 
4.3 
0.6 

5.0 
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Fig. 8 Fouling rate of the Rhine water and the Oresund Sea water at 
water temperature of 30°C and shear stress of 15 Pa 

be limited only to reduction or inhibition of slime production. 
Therefore, the above equation (2) does not necessarily 
describe the removal of slime deposit. 

As mentioned above, chlorine (hypochlorous acid) not only 
kills the living organisms, but also attacks the extracellular 
polymers. This attack (destruction and release) may be 
perhaps explained - like a disinfection of unicellular 
organisms [3] - by analogy with chemical reactions. 

Assuming that diffusion rate of hypochlorous acid into the 
slime is sufficient, i.e., concentration of hypochlorous acid in 
slime is approximately constant and equal to the con
centration in water phase, the destruction rate of polysac
charides can be, in analogy with chemical reactions described 
by expression: 

dG 
— = -KCmGP (3) 
dt 

If the destructed slime is continuously removed by water shear 
stresses, equation (3) would also describe the removal rate of 
the slime deposit. 

Nevertheless, the assumption of a high diffusion rate of 
hypochlorous acid in a slime deposit is not correct, as may be 
easily shown by calculation of concentration profile of 
hypochlorous acid in a hypothetical slime deposit being in 

A - 5 PPM, 3 H 
B - 10 PPM, 3 H 
C - 20 PPM, 3 H 
D - 15 PPM, 8 H 

20 30 10 

OPERATION TIME , DAYS 
50 60 70 

Fig. 9 Reduction of fouling resistance by chlorination (Rhine water, 
Test Series B) 

20 30 (|0 

OPERATION TIME 

Fig. 10 Reduction of fouling resistance by chlorination (Rhine water, 
Test Series C) 

Table 6 The rate of slime removal KC in different passes 

Pass number 

Shear stress, Pa 
Temperature, °C 

KC, l ( r 7 m 2 K / W s 

3 

9 
25.4 

4.2 

4 

72 
21.5 

5.1 

contact with chlorinated water and having for the sake of 
simplicity diffusional properties of water. 

Since hypochlorous acid is a very strong oxidant and reacts 
quickly with a number of organics [11], we have all reasons to 
believe that for low concentrations of hypochlorous acid, as 
applied in this study, the slime destruction is mass transfer 
controlled, and therefore exponents m and p in equation (3) 
are equal to 1. 

Further, fouling resistance is proportional to the amount of 
the deposit. Assuming that heat conductivity of the deposit is 
constant, equation (3) may be rewritten as 

dR 

dt 
= -KCR f (4) 

If the deposit contains a part which can not be removed by 
action of hypochlorous acid, for example, scale or ac
cumulated sediment, equation (4) is modified as follows: 

dRf 

-jt = -KC{Rf-R}) (5) 

The rate constant, K, is a function of temperature, water 
quality, slime properties, and flow conditions. It should be 
pointed out that equations (4) and (5) are valid for constant 
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Fig. 11 Reduction of fouling resistance by dosage of 20 ppm sodium 
hypochlorite (Rhine water, Test Series D, test no. 11) 
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Fig. 12 Dependence of removal rate constant KC on temperature 

concentration, C, of hypochlorous acid in water, and that this 
concentration, due to chlorine demand of water itself, is not 
necessarily equal to the nominal concentration calculated 
from the dosage rate. 

Upon integration, equations (4) and (5) give the first-order 
relationships; and when the logarithm of Rf or (Rf — Rr

f) is 
plotted against time, a straight line with slope of KC will be 
obtained. 

From January to September 1980, a total of eleven 
chlorination tests on slime deposits carried out in Lud-
wigshafen formed in the Rhine water. 

The effect of chlorination on slime deposit was very strong. 
As seen in Figs. 9 and 10, the dosage of only 10-15 ppm may 
considerably reduce the fouling resistance within only a few 
hours. 

Figure 10 clearly demonstrates that periodic chlorination 
performed every 10-15th day at a level of 10-20 ppm would 
be able to keep the fouling resistance of a heat exchanger at a 
reasonable level for a long time. On the other hand, Fig. 9 
indicates that periodic chlorination may be insufficient if 
performed too late after cleaning of the heat exchanger, or in. 
too long intervals. 

15 

10 

5 

n 
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o 
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§ 

® / • o 

____-- -IT 

5 10 
DOSING RATE OF S0DIU 

15 20 
HYPOCHLORITE , PPM 

25 

Fig. 13 
sodium 

Dependence of removal rate constant KC on dosing rate of 
hypochlorite 

For the purpose of examination, whether or not equations 
(4) and (5) describe the kinetics of chlorination, the fouling 
resistance of the whole test heat exchanger, as well as that of 
the specific passages, has been measured several times during 
the chlorination tests No. 7 ,8,10 and 11. Figure 11 shows the 
reduction of fouling resistance of the test heat exchanger 
during the test No. 11. As seen, the reduction of the logarithm 
of fouling resistance with time was roughly linear, which 
indicates that equations (4) and (5) describe the kinetics of 
chlorination at low concentrations of hypochlorous acid. This 
conclusion agrees well with the work of Bryers et al. [2], in 
which the authors suggest that chlorination would be a 
reaction of the first order or mass transport controlled. 

Obtained data are unfortunately not sufficient for deter
mination, whether the chlorination is reaction of the first 
order or is controlled by mass transport. 

The Effect of Operational Variables. When applying the 
results of this study to other systems, it should be always kept 
in mind that the slime deposit has been formed at the same 
conditions - temperature and flow velocity - as the 
chlorination procedure has been carried out and that therefore 
the properties of the slime deposit were not identical in the 
specific passages. 

The Effect of Temperature. The experimental method 
allowed for simultaneous evaluation of destruction rate 
constant at six different temperatures and three different flow 
rates. The effect of temperature and flow rate on the rate of 
biofilm destruction could therefore be evaluated simply by 
comparison of the particular destruction rate constants. 
Figure 12 shows the average values of KC obtained in this 
study. 

As seen, temperature had a promoting effect. The increase 
in temperature from 15 to 35°C increased the rate of biofilm 
removal roughly by a factor of 2. Interestingly the diffusion 
rate of hypochlorous acid in pure water increases from 15 to 
35 °C roughly by a factor of 1.7. 

The Effect of Flow Rate. The rate of biofilm removal was 
independent of flow rate in this experimental arrangement. 
This is clearly demonstrated by comparison of the mean 
values of the destruction rate constant for passages 3 and 4 
(see Table 6). 

It should be again pointed, out that due to different shear 
stresses, the properties of the slime deposit in specific passages 
were not identical. Slime formed under higher shear stresses 
was more compact and strong and not at all as voluminous as 
slime formed under low shear stresses. Therefore, to avoid 
missunderstanding, the results of this study should be in-
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terpreted as follows: It has been shown that within the range 
of shear stresses 5-200 Pa, (i.e., highly turbulent flow), and 
under conditions that chlorination is performed in the same 
flow conditions as the slime deposit has been formed, the rate 
constant of slime removal was independent of flow rate. 

The Effect of Concentration. Figure 13 shows the values of 
the rate constant KC calculated for the whole test exchanger 
and recalculated from the actual average temperature to 
temperature of 27°C. The figure gives an indication that the 
chlorine demand of the Rhine water was less than 5 ppm and 
that the rate of biofilm destruction was proportional to the 
net concentration of hypochlorous acid. 

The difference between Test Series D and Test Series B and 
C is very interesting. These differences and especially the 
difference between Test Series D and Test Series B and C can 
not be explained by the chlorine demand of the Rhine water. 
However, a look at the history of the tests presents a credible 
explanation: While chlorination tests of Test Series C were 
performed in 12-17 day intervals and always had good 
performance, chlorination tests of Test Series D were per
formed after the 51st and the 91st day and the first tests of 
Test Series B were performed with too low dosage of 
hypochlorite. Therefore, slime deposits in Test Series C were 
always "fresh," contained less foreign debris, and had 
probably higher sensitivity to chlorine. 

Chlorination Procedure. Since the quality of removed slime 
is proportional to the applied amount of hypochlorous acid 
(chlorine), and since the quantity of formed slime is 
proportional to the growth time, there is obviously also a 
rough proportionality between the chlorine (hypochlorous 
acid) dose and the time during which the fouling resistance 
again reaches the original value. This proportionality may be 
expressed as: 

t2 = kCti (6) 

where /] is chlorination time and t2 is time between 
chlorinations during which fouling resistance (amount of 
slime deposit) reaches the value prior to chlorination and C is 
net concentration in ppm (not the dosing rate). The value of 
the constant k depends naturally on the fouling rate and on 
the rate of fouling removal. The value of the constant k 
ranged in this study (all performed tests) from 3.9 to 8.0 
ppm "' with the average valueof5.8 ppm " ' . The fouling rate 
of the Rhine water belongs certainly to the highest of all. 
Since the test conditions used in this study cover most of the 
operating conditions used in plate heat exchangers, the value 
of k = 4.0 ppm~' would be sufficient for good control of 
microbiological fouling in plate heat exchangers (i.e., tem
perature = max. 40°C, shear stress = min. 10 Pa). 

Generally, the optimal chlorination procedure can be 
determined for a specific exchanger designed with specific 
fouling margins by equations (1) and (4) or (5) and using 
figures similar to Figs. 4-7 and 12 but determined for that 
specific water source. However, in order to obtain a high 
efficiency of the chlorination procedure, fouling margins 
exceeding a value of 2xl0~4m2K/W should not be con
sidered. It should be pointed out that in waters with pH- value 
above 8.0, the above values are not sufficient due to reduced 
efficiency of hypochlorous acid. 

Conclusions 

The results of the tests may be summarized as follows: 
9 Microbiological fouling reached its maximum at a 

temperature of approximately 30-37°C. 
• The rate of microbiological fouling is dependent on water 

shear stresses and decreases with increasing shear stresses. 
8 The slime deposit is rapidly destroyed by hypochlorous 

acid at relatively low concentrations of 10-15 ppm and can be 
removed by water shear stresses. 
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Forced-Convection Heat Transfer 
in a Spherical Annulus Heat 
Exchanger1 

Results are presented of a combined numerical and experimental study of steady, 
forced-convection heat tranfer in a spherical annulus heat exchanger with 53° C 
water flowing in an annulus formed by an insulated outer sphere and a 0°C inner 
sphere. The inner sphere radius is 139.7 mm, the outer sphere radius is 168.3 mm. 
The transient laminar incompressible axisymmetric Navier-Stokes equations and 
energy equation in spherical coordinates are solved by an explicit finite-difference 
solution technique. Turbulence and buoyancy are neglected in the numerical 
analysis. Steady solutions are obtained by allowing the transient solution to achieve 
steady state. Numerically obtained temperature and heat-flux rate distributions are 
presented for gap Reynolds numbers from 41 to 465. Measurements of inner sphere 
heat-flux rate distribution, flow separation angle, annulus fluid temperatures, and 
total heat transfer are made for Reynolds numbers from 41 to 1086. The angle of 
separation along the inner sphere is found to vary as a function of Reynolds 
number. Measured total Nusselt numbers agree with results reported in the 
literature to within 2.0 percent at a Reynolds number of 974, and 26.0 percent at a 
Reynolds number of 66. 

1 Introduction 
In a spherical annulus heat exchanger (see Fig. 1), fluid 

enters and exits the annulus through diametrically opposed 
openings in the outer sphere, and temperature control is 
achieved on a material inside the inner sphere. The spherical 
annulus heat exchanger is suited to situations requiring 
maximum volume of inner sphere material per unit surface 
area. Applications exist wherever the temperature of a large 
volume of material must be controlled by a relatively low 
volume of working fluid [1]. Applications include cryogenic 
storage systems and guard heating systems. In addition, 
certain gyroscopic gymbols are cooled by spherical annulus 
flow [2], and the heat exchanger has been proposed for 
cooling spherical fuel elements in homogeneous nuclear 
reactors [3]. 

This paper presents a numerical and experimental study of 
steady, forced-convection heat transfer in a spherical annulus 
with a 0°C cooled inner sphere and an insulated outer sphere. 
Water at 53 °C enters the annulus at the bottom and exits at 
the top. 

In the numerical analysis, the transient finite difference 
equations of mass, momentum, and energy conservation are 
solved in spherical coordinates for laminar, incompressible, 
axially symmetric flow. Computed temperature and heat-flux 
rate distributions are compared to measurements. The 
spherical coordinate system is shown in Fig. 1. 

It is believed that this is the first combined analytical and 
experimental investigation of heat transfer in a spherical 
annulus. In addition, this numerical analysis is the first-two-
dimensional analysis using the full Navier-Stokes equations 
for steady spherical annulus forced-convective heat transfer, 
and these experiments are the first in which local variations of 
inner sphere heat flux and separation angle have been 
measured. 

One of the first analytical treatments of fluid flow in a 
spherical annulus was by Cobble [4] who assumed a simplified 

Outlet 

Annulus 
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Fig. 1 Spherical annulus heat exchanger and coordinate system 

tangential velocity distribution and then calculated heat 
transfer based on the energy equation. Ward [5] provided a 
flow visualization study of isothermal flow in a spherical 
annulus between 60 and 120 deg downstream of the entrance. 
Rundell, Ward, and Cox [1] measured the fluid temperature 
profiles and the total inner sphere heat-transfer coefficient for 
steady flow. They obtained a heat-transfer correlation for two 
sets of sphere sizes. Bozeman and Dalton [6] added to the 
isothermal flow visualization work by focusing on the en
trance region. 

Rundell observed a flow rate independent separation point 
located at approximately 45 deg downstream of the inlet. 
Bozeman showed that upstream of the separation point the 
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flow is characterized by a high-velocity jet of fluid near the 
inner sphere with a relatively low-velocity return flow near the 
outer sphere. 

The problem of laminar natural convection flow is a closed 
spherical annulus was solved numerically by Brown [7] by an 
explicit finite difference technique coupled to an iterative 
solution of the vorticity stream function relation. Astill [2] 
applied a boundary layer order of magnitude analysis to the 
steady laminar incompressible Navier-Stokes equations in 
spherical coordinates to reduce them to a set of parabolic 
differential equations. Astill used boundary layer assump
tions that were valid in regions of nearly parallel flow, and 
thus separated and recirculating flows could not be handled. 
The present numerical analysis extends the work of Astill by 
including all the terms in the Navier-Stokes equations, thus 
allowing treatment of separation and recirculating flows in 
the inlet and outlet regions. 

Newton [8] investigated spherical annulus convective heat 
transfer experimentally. Local velocity and temperature 
profiles and total heat-transfer coefficients were measured 
with air as the working fluid. 

A numerical analysis of the transient filling of a spherical 
annulus was presented by Tuft [9]. A modified form of the 
Marker-and-Cell method was used to handle the free surface 
aspects of the problem. The full Navier-Stokes equations were 
solved, and recirculation and separation were considered. 
Transient temperature contours and inner sphere heat flux at 
various times were presented. 

2 Numerical Solution Technique 

The governing equations are the conservation equations of 
mass, radial momentum, azimuthal momentum, and energy. 
The variables of pressure, velocity, and temperature are used, 
and the equations are solved in the spherical r-6 plane shown 
in Fig. 1. For all equations, transient laminar incompressible 
axially-symmetric flow of a fluid with constant properties is 
assumed. The assumption of flow symmetry has been checked 
by dye injection and has been studied experimentally by 
others [1, 3, 5]. In the energy equation, viscous dissipation is 
neglected, and, in the momentum equations, buoyancy forces 
are neglected. It is recognized that buoyancy forces may be 
important at low Reynolds numbers. 

The governing equations for this problem are: 

Radial Momentum 

du 1 a 
at rl dr 

1 o , . m v2 1 dP 
—— — (uvsmd) = — 
/•sine 30 r p dr 

1 
ile(™ne^)-Te(vsindl™)} (1) 

r2sind 

Azimuthal Momentum 

dv 1 3 , , 4 1 3 , , . uv 1 dP 

dt r2 dr rsin.6 30 r pr 30 

1 f 3 / 3 , \ 3 / du \\ 

Continuity 

1 3 , 1 3 
-T^-(r2u)+ —— — (sin0u) = O 
r dr rsmd 30 (3) 

Energy 

dT 1 3 

37 T2 ~dr 
1 d_ 

rsind 30' + is T: ^UT) + d b i~a (
vTsin0) = 

ll^Trd 
dT\ 

ar — I + 
1 

dr / /-2sin0 30 
3 dTl 

( (as in0) ) - J 30. 
(4) 

The differential equations are written in terms of the radial 
velocity, u, azimuthal velocity, v, pressure, P, and tem
perature, T. The momentum and energy equations are 
nonlinear parabolic partial-differential equations. The energy 
equation is coupled to the momentum equations by velocity, 
and the momentum equations are uncoupled from the energy 
equation. 

Equations (1-4) are approximated by variable-mesh finite 
differences. The full spherical axisymmetric geometry is 
modeled by a variable mesh containing sixteen radial cells and 
84 azimuthal cells. A geometrically stretched mesh is used to 
improve resolution near the inner sphere and in the inlet 
region. The radial stretching factor is 1.07, and the azimuthal 
stretching factor is 1.007. Variable donor-cell differencing 
[10] is applied to the convective terms, and forward-time 
centered-space finite differences to all other terms [11]. The 
finite-difference equations are given in [12]. 

N o m e n c l a t u r e 

A 
a 
c 

H 

h = 

k = 

m = 
Nu = 

P = 
Q = 

Q = 

Re = 

r = 
R = 

inner sphere area, m2 

thermal diffusivity, m2/s 
specific heat, J/kg°C 
total system heat-transfer 
coefficient, H=Q/A ( 7 \ -
r B ) , W / m 2 o C 
local heat-transfer coef
ficient, W/m 2 °C 
thermal conductivity, 
W/m°C 
mass flow rate, kg/s 
Nusselt number, dimen-
sionless 
pressure, Pa 
total system heat-transfer 
rate, Q = mc( Tout - Tin), W 
local heat-transfer rate, 
equation (5), W/m2 

Reynolds number, equation 
(7), dimensionless 
radial coordinate, m 
sphere radius, m 

t = 
T = 
T = 
u = 
V = 

V = 

a = 
A = 
0 = 

v — 
P = 
4> = 

Subscript 
a = 
B = 

time, s 
temperature, °C 
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Fig. 2 Cross-sectional drawing of the spherical annulus apparatus 

plane perpendicular (<£ = 90 deg) to the Plexiglas mounting 
plate. The 38.1-mm diameter inlet and outlet tubes are also 
Plexiglas. A bundle of glass tubes straightens the flow before 
it enters the annulus. 

Water Flow System. The water flow system consists of 
separate tanks and flow loops to provide cold and hot water 
to the spherical annulus apparatus. Cooling water obtained 
from a reservoir containing a fifty-fifty mixture by volume of 
ice cubes and water is pumped through the inside of the inner 
hemisphere. Three centrifugal pumps on parallel insulated 
lines provide cooling water flow at 0.14 kg/s. 

Annulus water temperature is controlled to 53.0 ± 1 °C by a 
proportional temperature controller and electric heaters. The 
annulus water is pumped with a centrifugal pump through 
insulated lines. Immediately downstream of the pump, a flow 
rate controller provides flow rate regulation to within ±1.5 
percent of set point. 

A pair of direct acting solenoid valves with an opening time 
of less than 50.0 ms is used to divert the annulus water flow 
into a weighting tank for flow rate measurement. A digital 
timer is used to actuate simultaneously the valves for a timed 
period. The collected water is then weighed on a balance scale. 

No-slip boundary conditions are imposed at both the inner 
and outer sphere walls. The temperature of the inner sphere 
wall either is held constant at a temperature of T=0°C, or is 
maintained at the experimentally measured temperature 
distribution. At the outer sphere wall, zero heat flux is 
specified. Application of explicit boundary conditions on 
pressure at the walls is not required because a slope boundary 
condition is implicitly applied by the solution technique. In 
addition, singularities in the equations at 0 = 0 and 6 = ir are 
avoided by placement of velocities in the finite-difference 
mesh. 

The numerical solution of the finite-difference equations 
proceeds in three steps. The first step is the explicit solution of 
velocity from the finite-difference momentum equations. In 
the second step, the continuity equation is satisfied by 
simultaneously iterating pressures and velocities until mass 
conservation is achieved. The pressure-velocity iteration 
begins by calculating the divergence in a cell and adjusting the 
cell pressure and velocities to force the divergence to zero. In 
so doing, the neighboring cells are affected, and the mesh 
must be swept iteratively to relax the solution. Iterations are 
continued until the maximum cell divergence in the mesh 
drops below a specified limit. When all cells have converged, 
the velocity solution with correct vorticity and vanishing 
divergence is achieved [12]. An equivalent technique was 
introduced by Chorin [13] and has been applied by others [10, 
14]. 

In the third step, the finite-difference energy equation is 
solved explicitly for temperature using the velocity solution 
from step two. 

3 Experimental Apparatus 

Spherical Annulus Apparatus. The experimental ap
paratus consists of a spherical annulus approximated by 
hemispheres (see Fig. 2). Hemispheres are used to permit 
circulation of cooling water inside the inner hemisphere. The 
effect of using hemispheres is discussed later. 

The inner hemisphere is made of 3.175-mm thick copper 
with an outer radius of 139.7 mm, and the outer hemisphere is 
made of 12.7-mm thick Plexiglas with an inner radius of 168.3 
mm. Both inner and outer hemispheres are supported by a 
12.7-mm thick Plexiglas mounting plate that provides a 
thermally insulated plane. Access ports located every 15 deg 
around the outer hemisphere allow temperature probes to be 
inserted into the annulus. The access ports are located in a 

Instrumentation. Instrumentation consists of sixteen 
spot-welded, cooper-constantan thermocouples and thirteen 
heat-flux thermopiles (see Fig. 2) around the inner 
hemisphere, six resistance thermometers for measuring 
average water temperature in the annulus, and three ther
mocouple ladders for measuring water temperature 
distribution in the annulus. All instrumentation is located in a 
plane perpendicular to the Plexiglas mounting plate (</> = 90 
deg), with the exception of two thermocouples located at 
longitudes of 4>= ± 15 deg and at an azimuth of 4> = 85 deg to 
check the symmetry of the temperature field. An integrating 
digital voltmeter, a digital delay generator, a crossbar 
scanner, and a digital printer are used to collect voltage data. 

The inner hemisphere thermocouples and thermopiles are 
constructed from 0.076-mm constantan wire spot welded to 
the inner hemisphere. The copper of the inner hemisphere acts 
as a common leg for all thermocouples. To achieve enough 
resistance to produce welds, both sides of the copper 
hemisphere are plated with 0.0051-mm thick nickel. 

Each thermocouple ladder has five thermocouples 
positioned across the annulus gap. The ladder thermocouple 
junctions are chromel-constantan constructed from 0.076-mm 
wire with a bead size of approximately 0.254 mm. 

Each heat-flux thermopile consists of ten copper constantan 
thermocouples placed on alternating sides of 6.4-mm dia and 
3.17-mm thick copper plugs that were installed in the inner 
hemisphere. The plugs were insulated from the hemisphere by 
a 1.27-mm thick film of epoxy [12]. 

A 40-channel crossbar scanner is used to scan thermocouple 
and thermopile channels, and voltage is measured with an 
integrating digital voltmeter. The integration period is 
controlled by a digital delay generator, and a digital printer is 
used to print channel number and voltage. The digital volt
meter, when calibrated against a precision voltage standard, 
varied by no more than ± 1.0 fiy over a range from 0 jtv to 500 
(IV. 

4 Experimental Procedure 

Calibration. All thermocouples and resistance ther
mometers were individually calibrated against a platinum 
resistance thermometer which has an accuracy of ±0.01°C. 
The accuracy of the calibrated thermocouples was ± 0.1 °C. A 
linear curve was fitted to the resistance thermometer 
calibration data between 20 and 55 °C by the least squares 
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Fig. 3 (a) Computed inner sphere heat-flux rate profile with measured 
temperatures as boundary conditions (see Fig. 5); 

(b) Measured inner sphere heat-flux rate profiles 

method. The linear curves fit the calibration data to within 
± 0.15 ° C for the worst case. 

Annulus flow rate measurement was achieved by collecting 
and weighing a timed flow sample. The standard deviation of 
collected water weight was less than 2.0 percent of the average 
weight. The overall accuracy of the flow rate measurement 
was ±0.45 g/s which represents an accuracy of ±3.2 percent. 

Data Acquisition. In all experiments, temperature 
fluctuations were observed due to eddies and turbulence in the 
flow. To obtain an average temperature reading, a 30.0 s or 
longer integration period was used for ladder thermocouples 
and a 10.0 s or longer period for spot-welded thermocouples. 

The accuracy of the thermopile heat-flux gages was 
determined in a separately designed experiment in which the 
temperature rise in a calorimeter was compared with the heat 
flux measured by the gages. The ten thermocouples of the heat 
flux gages produced a multiplication of the output voltage 
and, as a result, temperature differences across the inner 
hemisphere wall as low as ±0.008°C could be measured. 
Thus, the accuracy of the heat-flux measurements ranged 
from ± 0.93 to ± 11.1 percent at a flow of Reg =41 and ± 
0.46 to ± 2.8 percent at a flow of Reg =465. The maximum 
accuracy occurred at the inlet and the minimum accuracies 
were observed in the region between 6 = 80 and 100 deg. 

Data Reduction. Voltages were converted into tem
perature and heat flux by a computer code written specifically 
for that purpose. Calibration data for individual ther
mocouples, material property tables, thermocouple sensitivity 
data, and resistance thermometer equations were built into 
the data reduction code. 

The local heat transfer per unit area at the inner wall was 
calculated from the expression 

where kw is the thermal conductivity of the copper wall and 
ATH, is the measured temperature difference across the wall. 
The thermal diffusivity of the copper was measured by a laser 
flash method. The density and specific heat also were 
measured, and thermal conductivity was calculated from the 
measured values. 

It is of interest to compute the total Nusselt number based 
on the total amount of heat transferred. The expression used 
to calculate the total Nusselt number is 

Nu„ 
mc(T0X Tia) /R2-Rt\ 

rB) \ k, ) (6) 
A(T,-TB) v K/ 

where TB is the bulk fluid temperature calculated as the 
arithmetic average of the measured inlet and outlet tem
peratures, and Tx is the area weighted average temperature of 
the inner wall. 

The average velocity varies with angle in the spherical 
annulus. The velocity used to calculate the Reynolds number 
is the average velocity at 9 = 90 deg. Material properties used 
to calculate the Reynolds number are evaluated at the bulk 
fluid temperature. The expression used for the gap Reynolds 
number is 

Re„ 
Ve(R2-Ri) 

(7) 

The Reynolds number is based on the gap width because of 
historic precedent. Astill [2] based his results on the gap 
Reynolds number, and Rundell [3] discussed the disadvantage 
of using a Reynolds number based on hydraulic diameter. 

As a part of the data reduction for each experiment, a 
numerical integration of local heat-flux measurement was 
performed, and the integrated heat flux rate was compared to 
the total heat-flux rate calculated from the expression 

Q = mc(T0Ul-Tin) (8) 

5 Discussion of Results 

Experimental results reported in the literature [1, 3, 5, 6] 
indicate that turbulence and vortex shedding are present in 
spherical annulus flow at Reynolds numbers as low as 200. In 
this study, turbulence in the flow was visually observed at a 
Reynolds number of 41. This paper presents a laminar 
computational analysis of spherical annulus flow to extend 
the numerical work of Astill [2]. It is recognized that the 
laminar computational results are compared with ex
perimental results over a range of Reynolds numbers for 
annulus flow that contains turbulence. 

Figure 3 shows computed and measured inner sphere heat-
flux rates. The numerical computation results shown in Fig. 
3(a) are for laminar flow at gap Reynolds numbers ranging 
from 41 to 465. All computations are made with measured 
inner sphere temperature distribution as a boundary condition 
and with an insulated outer sphere. No-slip velocity con
ditions are applied at sphere walls, and the inlet fluid tem
perature is specified at the measured value. Constant material 
properties of water at the measured bulk temperature are 
used. In each calculation the transient solution is carried out 
in time until the maximum time rate of change of temperature 
at any point is less than 0.05 ° C/s. 

The computed inner sphere heat-flux rate shown in Fig. 3(a) 
is based on the hot water temperature gradient at the wall. 
Heat transfer at all Reynolds numbers decreases from a 
maximum value near the inlet to a well-defined local 
minimum downstream. This local minimum was found 
always to coincide with flow separation. Separation in the 
calculations is identified by a zero velocity gradient normal to 
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Fig. 5 Measured distributions of inner hemisphere temperature 

the wall. The increase in heat-flux rate just beyond separation 
is due to a recirculation eddy formed near the inner sphere 
just downstream of separation. 

Measured inner hemisphere heat-flux rate as a function of 
azimuthal angle is shown in Fig. 3(b) for selected Reynolds 
numbers from 41 to 1086. The location of separation in the 
experiments is determined from the shape of the heat-flux rate 
distribution. Laminar computations indicate that separation 
coincides with a local minimum in the heat-flux rate profile. 
Therefore, the separation angle in the experiment was 
determined from the location of the local minimum. 

The large heat-flux rates near the inlet resulting from the 
jetting action of the flow make the inlet region an important 
part of the spherical annulus heat exchanger. For example, in 
the experiments, at Reg = 110, the flow separates at 45 ± 5 
deg, and the region between inlet and separation accounts for 
32 percent of the total heat transfer with 15 percent of the 
total area. 

Measured and computed heat-flux rate distributions are 
shown in Fig. 4 for Reg = 110. The profiles shown are typical 
of computed and measured profiles at all Reynolds numbers 
considered in this study. In the computations, measured inner 
wall temperature distribution and hot water inlet tem
peratures are specified as boundary conditions, and material 
properties at the measured bulk temperature are used. 

Measured distributions of heat-flux rate show the same 
general trends as computed distributions. Both profiles begin 
at a maximum near the inlet and drop to a local minimum at 
separation, followed by a small increase and a relatively level 
portion. The maximum heat-flux rate occurs near the inlet 
where maximum wall jet velocities and fluid temperatures 
exist. The decrease in heat-flux rate with increasing angle is 
created by deceleration of the wall jet in the adverse pressure 
gradient and the increasing thickness of the thermal boundary 
layer. At the point of separation, the velocity gradient at the 
wall is zero and a local minimum in the heat-flux rate occurs 
due to stagnant fluid near the wall. Just downstream of 
separation, a reverse flow eddy is created. The heat-flux rate 
increases in the area of the eddy. The flow reattaches 
downstream of the eddy and the heat-flux rate decreases to a 
minimum. The relatively flat region downstream of reat
tachment occurs in a region of low flow velocity. 

Two major differences are observed between measured and 
computed heat-flux rates. The first difference is the 
magnitude of the heat-flux rate. In this example, the 
measured heat-flux rate is more than twice the computed rate 
in some areas. Turbulence is not accounted for in the com
putations, and is responsible for experimental heat-flux rates 
that are higher than computed. Experiments with turbulent 
flow over spheres have shown that heat flux increases with 

- i 1 1 1 1 1 I — r ~ 
Inner sphere boundary condition 

T-p Measured 
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Angle (degrees) 

Fig. 6 Computed heat-flux rate profiles for different inner sphere 
boundary conditions 

turbulence [15, 16], Vortex shedding and irregular flow 
patterns beginning near the inlet are reported in the majority 
of the spherical annulus experimental flow studies in the 
literature [1, 3, 5, 6]. Newton [8] reports fluctuations in 
temperature near the inlet region exceeding 50 percent of the 
average values. Temperature fluctuations near the inner 
hemisphere are also observed at all Reynolds numbers con
sidered in this study. These results suggest that the spherical 
annulus is an unstable flow geometry with turbulence and 
vortex motion present even at low flow rates. 

The second major difference between measured and 
computed results is the location of separation. Separation 
creates a local minimum in the heat-flux rate profile and 
causes a distinct change in the shape of the profile. In Fig. 4, 
the measured separation angle is 45 ±5 deg, and the com
puted separation angle is 82 deg. The omission of turbulence 
and buoyancy in the computation may account for the dif
ferences in the computed and measured separation angles. 
Buoyancy would have the effect of opposing the wall jet 
momentum, thereby causing earlier separation. 

A numerical integration of the measured local heat-flux 
rates agreed in the worst case within ±10.2 percent of the 
total heat transferred from the annulus fluid. The total heat 
transfer from the annulus was calculated using equation (8) 
and measured temperatures. On the average, the results 
agreed within ±5.9 percent. This comparison demonstrated 
the accuracy of the thermopile heat-flux rate measurement 
technique. A similar integration of computed heat-flux rates 
agreed within ±2 percent of total heat transfer computed 
from equation (8). 

Measured distributions of inner hemisphere temperature 
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Fig. 7 (a) Computed temperature contours at 2.0°C increments with 
separation angles indicated; (b) computed and measured separation 
angles 

are shown in Fig. 5 for various Reynolds numbers. These 
temperature distributions were specified as boundary con
ditions for all calculations presented in this paper unless 
otherwise specified. The average temperature of the inner 
sphere for use in equation (6) is computed based on area 
weighting. Thus, higher temperatures near the inlet have a 
reduced effect on the computed average because of the smaller 
amount of area involved. The increase in temperature at 170 
deg is due to recirculation of the cooling water above the 
coolant inlet (see Fig. 2), as well as stagnation flow of the hot 
water in the annulus near 180 deg. 

To check the use of hemispheres to approximate spheres, 
and to check the symmetry of the inner hemisphere tem
perature field, thermocouples are placed at three longitudes at 
an azimuth of 0 = 85 deg. The temperature spread at these 
longitudes was found to range from 12 to 26 percent of the 
average temperature. For example, at Res = 110 the tem
perature spread was 0.89°C and the average inner sphere 
temperature was 3.60°C. Similar longitudinal asymmetries in 
temperature were reported by Rundell [3]. In addition, the 
symmetry of flow in the annulus was checked qualitatively by 
dye injection, and a symmetrical flow pattern was observed. 

Figure 6 shows computed heat-flux rate profiles using 0°C 
isothermal and measured temperatures as inner sphere 
boundary conditions (see Fig. 5). As expected, the 0°C 
isothermal inner sphere creates higher heat-flux rates, 
especially near the inlet where measured inner sphere tem
peratures are highest. The largest difference occurs at 
Reg = 465 near the inlet. At this Reynolds number the annulus 
flow rate approximately equals the coolant flow rate. 

Computed temperature contours for various Reynolds 
numbers over the range studied are shown in Fig. 1(a). 
Contours are plotted at 2.0°C increments and are computed 
with measured temperatures as boundary conditions. The 
location of separation is indicated in each case. The effect of 
separation and thermal boundary-layer growth on tem
perature contours can be seen. 

Plots of computed and measured separation angles as a 
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Fig. 8 (a) Computed normalized average azimuthal fluid temperature 
profiles with measured temperature boundary conditions (see Fig. 5); 
(b) Measured normalized average azimuthal fluid temperature profiles 

function of gap Reynolds number are shown in Fig. 1(b). 
Both computed and measured separation angles vary with 
Reynolds number. For all experiments up to Reg = 360, 
separation occurs at 45 ± 5 deg. At Reg=465, separation 
shifts to 55 ± 5 deg, and, for Reynolds numbers above 690, 
separation occurs at 65 ± 5 deg. Previous investigations [1,3, 
5] have reported a fixed separation angle at approximately 
45-50 deg based on flow visualization. The laminar com
putations predict larger separation angles that increase more 
rapidly with Reynolds number than measured angles. 

Fluid viscosity plays an important role" in the computed 
location of separation. Both viscosity and buoyancy oppose 
the momentum of the wall jet and help create separation. 
Computations with constant geometry and flow rate show 
that the separation angle decreases as the fluid viscosity in
creases in the absence of buoyancy. Several calculations were 
performed in which flow rates and fluid viscosities were 
varied independently by factors as high as 10. In all cases, the 
separation angle was found to depend on the Reynolds 
number, as shown in Fig. 7. These computations demonstrate 
that the location of laminar separation is dependent only on 
the balance between viscous and inertia forces in the absence 
of buoyancy forces. The computed minimum angle at which 
separation occurs (48.7 deg) agrees with experiments and with 
the observation of Rundell [1, 3] who observed by flow 
visualization a fixed separation angle at approximately 45 
deg. 

Figure 8 shows plots' of computed and measured average 
temperature for various Reynolds numbers. The computed 
temperatures shown in Fig. 8(a) are arithmetic averages of cell 
temperatures at each azimuthal angle normalized by the inlet 
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Fig. 9 (a) Computed normalized radial temperature profiles with 
measured temperature boundary conditions (see Fig. 5), 

(b) Measured normalized radial fluid temperature profiles 

temperature. The location of separation is indicated on each 
curve as determined by the presence of a zero velocity gradient 
at the inner sphere. Separation causes dips in the computed 
temperature curves which become less and less pronounced as 
the Reynolds number increases. 

Figure 8(b) shows the distribution of normalized average 
annulus water temperature measured for various Reynolds 
numbers. Average water temperature in the annulus was 
measured with resistance thermometers that measure average 
temperature across the annulus. In each case, the measured 
minimum temperature exists just downstream of separation. 
The separation angle indicated on each curve was deduced 
from the shape of the measured heat-flux rate profile (see Fig. 
3(6)). At Res=465 and above, the average temperature 
downstream of separation increases continuously. The in
crease is less than 2.0°C and is attributed to asymmetric 
cooling of the inner hemisphere. 

Computed and measured radial temperature profiles are 
shown in Fig. 9 for Reg = 110. Temperatures are normalized 
by the inlet temperature. In the computation of Fig. 9(a), the 
separation angle is 82 deg, whereas the measured separation 
angle corresponding to Fig. 9(b) is 45 ±5 deg. The computed 
profiles at 45 and 60 deg are upstream of separation and show 
the effect of the wall jet. Downstream of separation the 
computed temperatures are lower and show the same general 
shape as the measured profiles. 

Measurements of local temperature at various radial and 
azimuthal locations were made with thermocouple ladders. 
The integrating digital voltmeter with a 30-s integration 
period and thermocouple ladders were used to obtain the 
temperature profiles shown in Fig. 9(b). All the measured 
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Fig. 10 Computed and measured total system Nusselt numbers 

profiles are downstream of separation. After separation, 
measured temperatures outside the inner wall boundary layer 
increase as hot fluid from the separated wall jet begins to mix 
with colder fluid in the annulus. Temperatures near the inner 
hemisphere are lower at 165 deg than at 120 deg in both 
computations and measurements, and reach approximately 
the same temperature in the region from the annulus center to 
the outer hemisphere. 

Figure 10 shows the computed and measured total system 
Nusselt numbers as a function of gap Reynolds number. The 
total Nusselt number is calculated from average inner sphere 
temperature, average hot water inlet and outlet temperatures, 
and annulus mass flow rate using equation (6). A correlation 
based on a nonlinear least squares curve fit to the ex
perimental data is given. The experimental correlation by 
Rundell [1] is also plotted for comparison. In Rundell's ex
periments, the inner sphere was heated with steam, and room-
temperature water was pumped through the annulus. A full 
spherical annulus was used which included a concentric pipe 
inlet and outlet for heating and cooling fluids. Thus, the inlet 
and outlet areas were considerably different from these ex
periments. 

In general, for heat exchangers, Nusselt numbers for 
heating situations are higher than cooling situations. The 
difference is attributed to differences in fluid viscosity near 
the wall where the heat transfer is taking place. For heating, 
the fluid near the wall is less viscous than the fluid in the 
center and, consequently, the velocity of the heated fluid near 
the wall is greater for heating than for cooling. Seider and 
Tate [17] have suggested the empirical correction factor 
0*i//is)0-14 to account for the effect of temperature variation 
of physical properties. When measured Nusselt numbers from 
Rundell's experiments and from these experiments are 
multipled by this factor, they agree within 2 percent at 
Reg=974 and within 26 percent at Reg=66. Differences in 
the inlet and outlet regions and methods of inner sphere 
temperature control may account for the different slopes. 

The slope of the computed data is larger than the measured 
data because computed separation angles increase with 
Reynolds number faster than in the experiments. The wall jet 
acts over a larger area in the computations due to the in
creased separation angle. Since the wall jet is the region of 
highest heat flux rates, the computed heat transfer increases 
more rapidly than measured heat transfer. Experimental 
Nusselt numbers, like the local heat flux rates, are higher than 
computed due to turbulence. 

6 Summary and Conclusions 

A combined experimental and analytical study of steady, 
forced-convection heat transfer in a spherical annulus has 
been performed. It is believed that this is the first ex
perimental study of spherical annulus convective heat transfer 
where local variations of inner sphere heat transfer have been 
measured. In addition, this study presents the first actual 
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measurement of separation angle by other than flow 
visualization means. 

The experimental data indicate that the stagnation and wall 
jet regions are important to the total heat-transfer process. 
For example, at Re^ = 41, the wall jet separated at 45 ± 5 deg, 
and the region between inlet and separation accounted for 38 
percent of the total heat transfer with only 15 percent of the 
total area. Similarly, at Reg =465, the wall jet separated at 55 
±5 deg, and the corresponding values for heat transfer and 
area are 44 and 22 percent, respectively. 

The location of separation as indicated by measured heat-
flux distributions was found to be a function of Reynolds 
number. Below Reg = 350, separation occurred at 45 ±5 deg in 
agreement with the fixed separation angle observed by 
Rundell [1], For larger Reynolds numbers, the separation 
angle increased. Fluctuations in temperature were observed at 
all flow rates, especially in the inlet region and near the inner 
sphere. Measured total Nusselt numbers agreed well with 
results reported in the literature after being adjusted to ac
count for the effects of heating versus cooling. 

Experimental heat-flux rates are over two times larger than 
computed laminar heat-flux rates, and the measured 
separation angles are considerably less than computed 
separation angles. These major differences between ex
periment and computations are attributed to the presence of 
vortex shedding and turbulence in the experiments which were 
not modeled in the computations. In addition, neglecting 
buoyancy in the computation may affect the computed 
separation angle. Temperature fluctuations are present in the 
experiments near the inner sphere at all angles, and fluc
tuations of over 50 percent of the average value are observed 
near the inlet. 

The numerical analysis is the first one in which the full 
laminar axisymmetric Navier-Stokes equations (excluding 
buoyancy) have been applied to steady spherical annulus 
convective heat transfer. Astill [2] previously performed a 
similar analysis in which simplified equations, also neglecting 
buoyancy, were solved numerically. In the present study the 
computed angle of wall jet separation was found to be a 
function of Reynolds number. Computations at constant flow 
rate showed that the separation angle decreased with in
creasing viscosity. It was also found by varying viscosity and 
flow rate independently that the separation angle depends 
only on the Reynolds number in the absence of buoyancy. 

Calculations at higher Reynolds numbers may require a 
different solution technique than used here. The code used for 
these calculations was originally written for transient 
solutions involving a free surface [9]. The code was modified 
to exclude the free surface treatment for this study. The 
transient solution technique was expensive to use for steady-
state results. Long thermal time constants required the 
solution to be carried on for a long time requiring as much as 
one hour on a CDC 7600 computer. In addition, a finer mesh 
would be required to resolve the boundary layer at high 
Reynolds number. For these reasons, different radius 
combinations and Reynolds number above 465 were not 
considered in this numerical study. 

The results of this study indicate that a computational 
turbulence model is required even at relatively low Reynolds 
numbers. The most critical areas for turbulence modeling are 
the stagnation and wall jet regions. Turbulence in these types 
of flows has been studied by others, and the results could be 
applied to develop a model for spherical annulus flow 
[18-20]. However, the general qualitative features and trends 
of spherical annulus flow are predicted by the laminar model. 
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Heat Transfer in Laminar Flow 
With a Phase Change Boundary 
Thermal analysis of a shell-and-tube heat exchanger with a phase change material 
(PCM) on the shell side and a heat transfer fluid flowing through the tube is 

presented. The phase change material was initially liquid at its solidification 
temperature. The heat transfer fluid originates from an isothermal reservoir at a 
temperature which is lower than the temperature of the phase change material. 
Numerical results of finite difference method are obtained with a ratio of the 
thermal properties of the phase change material to the fluid to represent n-
octadecane, wax-water system. Variations of the temperature distribution for the 
fluid, and the PCM, and the interface position of the phase change material in the 
radial and axial directions are presented. The bulk temperature of the fluid is shown 
to be a function of the Stefan number, the Fourier number and the velocity profile. 
It is also shown that the Biot number varies in the axial direction and the heat 
capacity effects of the phase change material, even at low Stefan numbers are 
significant. 

1 Introduction 
Phase change materials are ideally suited to situations 

where a large amount of energy must be stored but only a 
small temperature difference between the phase change 
material and the heat-transfer fluid is possible. One class of 
storage unit which has recently received attention is the shell-
and-tube heat exchanger with the phase change material on 
the shell side and the fluid on the tube side. As the energy 
recovery cycle begins, the phase change material is largely 
liquid. Initially, sensible heat is recovered until the phase 
change material temperature approaches its freezing point, 
after which latent heat is removed and the phase change 
material begins to solidify adjacent to the tube. As energy 
recovery proceeds, the boundary between the solid and liquid 
phase of the phase change material moves with time. Since the 
heat transfer between the working fluid and the phase change 
material depends on the axial position along the tube, this 
boundary also varies with the axial direction. 

The present work investigates the transient problem of heat 
recovery from a phase change material around a tube as 
shown in Fig. 1. The problem consists of four regions. The 
phase change material fills the shell side in Region 4 between 0 
< x < L2 and it is initially at a liquid state. A laminar flow of 
a fluid flows from an isothermal reservoir into the tube 
passing through Regions 1, 2, and 3. While Region 2 is 
surrounded by the phase change material, Regions 1 and 3 are 
insulated. The isothermal reservoir is at a temperature which 
is lower than the phase change material solidification tem
perature. 

Since the analytical solutions of Stefan type problems are 
difficult to obtain except for certain idealized cases, the 
numerical methods of finite differences or of finite elements 
are probably the most convenient for solving complicated 
problems and the method of finite differences [1-7] is 
probably the most popular one. The most recent studies of the 
shell-and-tube heat storage restrict themself to one-
dimensional phase change heat transfer. Balhet, Vanburen, 
and Viskanta [8] studied the problem assuming a constant 
fluid temperature. Shamsundar [9] neglected the heat capacity 
of the phase change material and assumed a constant heat-
transfer coefficient and a uniform fluid bulk temperature 
along the axis of the tube. Shamsundar and Srinivasan [10] 
incorporated the fluid bulk temperature variation but kept 
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their constant heat-transfer coefficient assumption at the tube 
wall. Here, we present the interaction of the heat-transfer 
fluid with the phase change material at the wall, through 
solving an unsteady, two-dimensional, nonlinear energy 
equations. 

2 Analysis 
The thermal and the geometric symmetry of the problem 

indicate that the temperature field in both fluid and phase 
change material vary with the axial (x-direction) and the 
radial (/•-direction) as shown in Fig. 1. The mathematical 
formulation of the problem, including the axial conduction 
effects is given in nondimensional form as follows. 

The energy equation for the fluid inside the tube: 

920,- 1 30,- 920, _ RePr r 90, . 90,1 a, 90, 

where i = 1, 2, 3 indicates Regions 1,2, and 3. 
The energy equation for the phase change material is 

0) 

d26A 1 

+ -
d2e, a204 

+ • 
904 

9Fo 
(2) 

9?2 rj dr,2 dr,2 

The equation (1) and (2) are subjected to the following 
boundary conditions: 

B^-^.r,, Fo)=0 

90,(£, 0, Fo) 

9?7 
= 0 where ;'= 1,2,3 

90, 

drj 
(£, 1, Fo) = 0 where ;'=1,3 

(3«) 
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(3c) 

T ,=T 0 
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insulated 4-REGION4 \\ insulated 
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Fig. 1 Schematic description showing different regions in 
mathematical model 
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Various dimensionless quantities are defined as 
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In the foregoing analysis, the densities of the solid and 
liquid phases of the phase change material are equal. The 
solidification temperature of phase change material, the 

N o m e n c l a t u r e 

physical properties of the phase change material and the fluid 
are constant. The viscous dissipation effect is neglected. A 
steady flow of a Newtonian fluid in the tube is considered. 
Since the velocity fluid is independent of the temperature 
fluid, if desired, the velocity field can be obtained by solving 
the Navier-Stokes equations. Knowing that the heat-transfer 
characteristics of the present problem will be a function of the 
velocity profile of the fluid, we will consider the two limiting 
velocity profiles. That is, the fluid will have a uniform 
velocity profile along the axial direction of the tube or it will 
reach its fully developed velocity profile very near the inlet of 
Region 1 and will have a parabolic velocity profile along the 
axial direction of the tube. 

2.1 Transformation. A transformation of the equations 
associated with the PCM (Region 4) is required to remove the 
difficulty of tracking the interface. Following the procedure 
of Landau [11] the radial coordinate ?j is replaced by TJ' 
defined by the following transformation 

i ; - i j 
V -V 

V •1 

This change of variable fixes the interface at ?j' = 
applies only to Region 4, and equation (2) becomes 

(4) 

0, which 

3204 \l-v' dr,*! 3204 j - ( V - l ) 2 / 3 ^ \ 
(3^ 3£2 U * - l dZidtfr,' I (T,* - I)2 \ d£ / 
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1 ~)3^04 j - l - i , ' 3 V 2 ( V - 1 ) /dv*\ 

(rj* - l)2 3 3T, '2 U * - 1 3£2 (v* - l)2 V 3£ / 

1 1 | d-17') V j 304 304 
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The transformation makes it necessary to alter the boundary 
conditions of Regions 2 and 4 as follows, 

fl2«, 1, Fo) = 0 4 «, 1. Fo) 

3 ^ 
dr,* 

(«, 1, Fo) = 
k ( r j*- l ) dt] 

64 (£, 0, Fo) = l 

304 

T4<*. i. Fo) 

(6a) 

(6b) 

(6c) 

CP = 

c = 
k = 

h = 
Ki = 

r = 
r* = 

R 
t 

T 
u 

specific heat of fluid 
specific heat of phase change material 
thermal conductivity of fluid 
thermal conductivity of phase change material 
convective heat-transfer coefficient 
latent heat of fusion of phase change material 
radial coordinate 
location of phase change interface in radial 
direction 
radius of tube 
time 
temperature 
axial velocity 

s: U = mean velocity, 2/R2 \ urdr 

u = dimensionless axial velocity, u/U 
v = radial velocity 
v = dimensionless radial velocity, v/U 
x = axial coordinate 

Bi = Biot number, -dT4(x,R,t)/dr>R/[T2(x,R,t)-
Tb(x,t)]=hR/ks 

Fo = Fourier number, ast/R
2 

PCM = phase change material 
Pr = Prandtl number, Cpfi/k 
Pe = Peclet number, Re Pr 

Re = Reynolds number, 2 p UR//x 
Ste = Stefan number, Cps(T,„-T0)/hsl 

Greek Letters 
a = thermal diffusivity of fluid, k/pCp 

as = thermal diffusivity of phase change material, 
ks/Ps Cps 

7/ = dimensionless radial coordinate, r/R 
7]' = dimensionless transformed coordinate, (r/*— 

IJ)/(IJ* - 1 ) 
7)* = dimensionless location of phase change interface 

in radial direction 
0; = dimensionless temperature variable, (7", — 

T0)/(Tm-T0) 
0b = dimensionless bulk temperature of fluid, (Tb-

T0)/(Tm-T0) 
£ = dimensionless axial coordinate, x/R 
p = density of fluid 

ps = density of phase change material 
(x = viscosity of fluid 

Subscripts 
b = bulk 

m = melting 
o = inlet to Region 1 
/ = Regions 1, 2, 3, and 4 
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2.2 Method of Solution. The nonlinear character of the 
governing equations precludes an analytical solution. Finite 
difference techniques are used because of their simplicity and 
relatively low cost. The existence of possible sharp gradients 
in the neighborhood of £ = 0, suggests the use of variable 
mesh spacing. The Crank-Nicholson method is chosen in lieu 
of forward or backward difference methods because it is a 
second-order approximation in time, whereas both the for
ward and backward difference methods are only first-order 
approximations in time. 

The heat balance equation for the phase change interface, 
equation (fid), is nonlinear and requires an iterative 
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Fig. 4 Effect of velocity profile and Fourier number on bulk tem
perature 
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Fig. 5 Effect of velocity profile on Biot number 

procedure, therefore the Newton-Raphson method is chosen. 
The finite difference analogue for the energy equations for the 
fluid and the phase change material results in five and nine 
unknows, respectively, per node. If a standard Crank-
Nicholson procedure is followed, a difference solution 
technique other than the simple tridiagonal bond matrix 
solver would be required. Two possible alternatives could be 
either an iterative Gauss-Seidel procedure, or a Gaussian 
elimination procedure, neither of which are attractive from a 
computing cost stand point. 

The standard alternating direction procedure (Douglas [12]) 
breaks a singie time step increment into two steps, each of 
which calls for the solution of a simple tridiagonal matrix. 
The resulting procedure is identical to the Crank-Nicholson 
with the addition of a term which is second order in time. This 
method can be applied directly to the energy equations written 
for the fluid, but must be modified when applied to the phase 
change material energy equation as follows. 

The additional four unknowns in the energy equation for 
the phase change material come from the mixed derivative 
term, d20/3£d»j. If this term be treated at time level n instead 
of half the half time level between (n and n + 1) errors may be 
encountered either if a big time step size is chosen, or if the 
magnitude of the mixed derivative term itself is large com
pared to the others. 

An alternating direction method can be developed for the 
energy equation written for the phase change material. To do 
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Fig. 6 Effect of Stefan number on the interface position ( - x/R = 0.1, 
- • - x/R = 1, x/R =2). 

this we break down the Crank-Nicholson operator into three 
separate operators, each calling for the solution of a 
tridiagonal matrix. The proposed method uses one step to 
create an intermediate approximation 6*. The next step is used 
to predict 0„+1 with some simplifying assumptions concerning 
the mixed derivative terms. The third step is used as a 
corrector to the results of the second step. Further details of 
the finite difference equations can be found in reference [13]. 

3 Results and Discussion1 

The parameters which one needs for calculation of the 
temperature distribution and the interface position are the 
ratio of the thermal conductivity of the phase change material 
to that of the fluid, the ratio of the thermal diffusivity of 
PCM to that of the fluid, the Peclet and the Stefan numbers, 
the mesh size of each region, and the time step size. The 
results of this work are obtained for a case where the thermal 
conductivity ratio is 4 and thermal diffusivity ratio is 2.5. This 
represents a system which consists of wax (n-octadecane) as 
the PCM and water as the heat-transfer fluid. 

The effect of velocity profile on the temperature 
distribution in the fluid can be studied with Fig. 2. The 
temperature profile is flatter with the uniform velocity 
profile, and near the wall it is steeper with the parabolic 
velocity profile. Hence, the uniform velocity profile leads to a 
higher heat transfer from the PCM to the fluid, resulting in a 
higher rate of solidification and a higher temperature gradient 
at the wall for the, phase change material in Region 4. In 
addition high Stefan numbers (which indicate either a higher 
differential between the melting and the entrance tem
perature, or a lower latent heat of fusion) will result in more 
solidification. Figure 3 shows the effect of Stefan number on 
the bulk temperature of the fluid and its variation in the axial 
direction. The bulk temperature decreases as Stefan number 
increases because a higher Stefan number implies a thicker 
layer of solid which in turn increases the thermal resistance 
between the fluid and the liquid PCM. In Fig. 3, we have 
presented the results for the Fourier number of 0.5. The 
results at different Fourier numbers indicate that, at a fixed 
axial location, as the solidification process proceeds, the bulk 
temperature decreases merely because of the increase in 

1 The results and discussion of this work are presented in terms of non-
dimensionalized parameters, e.g., temperature, interface position, axial and 
radial directions. 

Table 1 Effect of Stefan number on heat capacity for 
Pe = 50 and uniform velocity 

Ste Fo Qa Qp Qs % Error 

1 

0.5 

0.1 

0.1 

0.5 

0.1 
0.5 
0.9 

0.1 
0.5 
0.9 

70.52 

30.375 

84.26 
44.74 
35.96 

113.7 
64.07 
51.8 

46.79 

20.406 

65.23 
33.896 
27.3 

111.74 
61.77 
48.47 

33.62 

9.96 

9.03 
10.85 
8.67 

1.95 
2.3 
3.23 

33.48 

32.8 

22.5 
24.2 
24.1 

1.7 
2.6 
6.4 

Qa = dimensionless total heat abstraction 
Qp = dimensionless total heat for phase change 
Qs = dimensionless total sensible heat 

Table 2 Comparison of axial gradient of temperature to the 
gradient of temperature in radial direction for uniform 
velocity profile 

Maximum Minimum 
temperature temperature v 7*max 
gradient in gradient in 

Fo = 0.5 axial radial VTmin 
direction direction 
V I max V I m j n 

Ste=l.,Pe = 50 

Ste = 0.5,Pe = 50 

Ste = 0.5,Pe=100 

0.061 

0.0737 

0.0504 

1.081 

0.9615 

1.0465 

0.0564 

0.0766 

0.04816 

Ste = 0.1,Pe=100 0.0775 0.897 0.086 

thermal resistance between fluid and the liquid PCM. This is 
shown in Fig. 4. The same figure also shows the effect of the 
velocity profile on the bulk temperature. 

Figure 5 shows the effect of the velocity profile on Biot 
number. The Biot number is directly proportional to the 
gradient of the temperature profile near the wall and inversely 
proportional to the difference between the wall temperature 
and bulk temperature. With a fluid having a uniform velocity 
profile, indicating higher temperature gradient at the wall and 
higher bulk temperature of the fluid, and lower wall tem
perature, we have higher Biot numbers than with a fluid 
having a parabolic velocity profile. It is interesting to observe 
the significant variation of the Biot number in the axial 
direction. Recalling the relation of the Biot number to the 
convective heat-transfer coefficient, h, Fig. 5 indicates the 
possible errors, that may be introduced, in the applications 
where the bulk temperature of the fluid is calculated through 
a heat balance equation in the axial direction using a constant 
heat-transfer coefficient. 

Figure 6 shows the effect of the Stefan number on the phase 
change interface position. A higher Stefan number results in 
faster solidification. 

Most of the currently available studies of the shell-and-tube 
heat storage system either assume a one-dimensional 
axisymmetric model, or solve Laplace's equation (Laplace's 
equation can be solved if the heat capacity of PCM is 
negligible, implying a small Stefan number) for PCM, subject 
to a convective boundary condition at the tube wall. 

To study the heat capacity effects of the PCM, the total 
heat removal from the tube surface and the total heat required 
for change of phase at the interface at each time level was 
calculated for Pe = 50 and uniform velocity profile. The 
difference in these two values indicates the amount of sensible 
heat removed from the PCM. Table 1 lists these values for 
various Stefan numbers. For Ste= 1, sensible heat represents 
33 percent of the total heat removed and for Ste = 0.1, the 
sensible heat represents from 1.7 to 6 percent of the total heat 
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removed. Even for Ste = 0.1, the heat capacity effects of the 
phase change material are not negligible. 

The temperature gradient in the axial direction in the PCM 
is found to be negligible. The maximum temperature gradient 
was calculated and compared to the minimum gradient of the 
temperature in the radial direction for the case where the 
length of the shell was twice the radius. Table 2 represents the 
results for Pe = 50, 100, andSte = 0.5, and 1. 

During the latent heat storage cycle, the phase change 
material around the tube will liquify, and depending on the 
orientation of the tube, the free convective heat transfer can 
significantly enhance the heat-transfer rate in the PCM. Here 
we have presented the calculations for the energy recovery 
cycle, that is, PCM will solidify around the tube, and initially 
it is at its solidification temperature. Therefore the free 
convection effect in the PCM is not considered. 
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Design and Optimization of Air-
Cooled Heat Exchangers 
A computer code has been developed for analysis of air-cooled heat exchangers and 
was coupled with a numerical optimization program to produce an automated air-
cooled, heat-exchanger design and optimization procedure. A general iteration free 
approximation method was used for the analysis which calculates the mean overall 
heat-transfer coefficient and the overall pressure drop for many flow arrangements. 
The analysis takes into account the variation of the heat-transfer coefficients and 
the pressure drop with temperature and/or length of flow path. The code is not 
limited to surfaces found in the literature, but will accommodate any triangular 
pitch bank of finned tubes in multiple-pass configurations. The numerical op
timization code is a general purpose program based on the Method of Feasible 
Directions and the Augmented Lagrange Multiplier Method. The capability is 
demonstrated by the design of an air-to-water finned-tube heat exchanger and is 
shown to be a useful tool for heat exchanger design. 

Introduction 
The design of an air-cooled crossflow heat exchanger is a 

complex task requiring the examination and optimization of a 
wide variety of heat transfer surfaces. Smith [1] has listed 
some typical advantages of direct cooling with air as com
pared to cooling with water in a shell-and-tube exchanger. 
Studies have shown that a poor choice of either the heat-
transfer surfaces or design parameters can more than double 
the costs chargeable to a heat exchanger [2]. 

For the optimized design of heat exchangers with the 
computer, reliable, but fast, calculation methods for the mean 
overall heat-transfer coefficient and the overall pressure drops 
are needed for the following reasons: 

(a) Conventional simple methods using mean values of 
temperatures as reference temperatures can lead to un
desirable errors [3]. 

(b) Numerical stepwise integrations are prohibitively time 
consuming. 

A number of heat-exchanger design methods have been 
proposed to determine the optimum heat-exchanger design. 
Bergles et al. [4] performed an evaluation of different ob
jective functions for compact heat exchangers with different 
heat-transfer surfaces, but the same specifications. The 
method did not include any actual optimization techniques, 
but results did show that a great improvement in heat-
exchanger performance can be made by proper selection of 
design parameters. 

The method of Fax and Mills [5] used Lagrange multipliers 
to optimize a heat-exchanger design under specified con
straints. This technique required that the objective function 
and constraints be expressed explicitly and be differentiable 
throughout the range of interest. The total number of con
straints had to be less than the total number of variables, and 
all constraints had to be equality constraints. 

Mott et al. [2] discuss a computerized procedure for 
designing a minimum cost heat exchanger. The method 
minimizes a cost index expressed as a function of fluid 
pumping power. The algorithm imposed no constraints. The 
concepts and techniques of nonlinear programming have been 
applied to optimizing the design of heat exchangers. Palen et 
al. [6], in 1974, proposed using the Complex Method [7], for 
the heat-exchanger optimization problem. They found a 
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minimum cost shell-and-tube exchanger by varying six 
geometrical parameters. The Complex Method requires 
several feasible starting designs before optimization can be 
performed. 

Johnson et al. [8] coupled an existing shell-and-tube 
condenser design code with a constrained function 
minimization code to produce an automated marine con
denser design program of vastly different complexity. 

The most complete work to date has been accomplished by 
Afimiwala [9]. He has applied various nonlinear program
ming methods of optimization to the heat-exchanger design 
problem, including an experimental interactive graphical 
approach and exterior penalty function techniques. The 
gradient-based search methods of Davidon-Fletcher-Powell 
and conjugate gradient were used for the resulting un
constrained minimizations. The exterior penalty method is 
extremely useful, since an initial solution satisfying the 
constraints is not required. The gradient based search 
methods are efficient when considering computer time. 

Finally, Fontein and Wassink [10] utilized the Simplex 
Method of Nelder and Mead [11], and a steepest decent 
method for optimizing a shell-and-tube exchanger. 

It can be seen that although there are many methods that 
have been presented for heat-exchanger optimization, each of 
the methods has its own limitations; none is completely 
general. Of all the design procedures cited above (those of 
which are applicable to crossflow, air-cooled heat ex
changers), all are limited to the 120 individual surfaces found 
in the open literature [12] for the calculation of the airside 
heat-transfer coefficient and friction factor. Therefore, the 
designer is faced with choosing an optimum surface from a 
number of individual optimal designs calculated from one of 
the above methods. In addition, the above methods treat the 
overall heat-transfer coefficient as a constant, or they become 
involved with time-consuming numerical stepwise integrations 
in an attempt to account for the varying heat-transfer 
coefficients. 

This paper tries to bridge this gap by presenting an op
timization routine that: (a) selects an optimal surface; {b) 
takes into account the varying heat-transfer coefficients and 
friction factors across the exchanger; (c) performs each 
analysis in an iterative-free manner, and may start with an 
infeasible design. The emphasis here is on the iterative-free 
analysis technique. Therefore, only a brief discussion of 
numerical optimization is presented in the following section. 
A more detailed discussion of the analysis technique is then 
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given, followed by a representative design example. Ad
ditional details may be found in reference [13]. 

Numerical Optimization 

Almost all design problems require either the maximization 
or the minimization of some parameter. This parameter is 
usually called the design objective function. For example, the 
problem may call for a heat exchanger with a minimum 
volume. The expression for volume would be the design 
objective function. For the design to be acceptable, it must 
satisfy certain constraints. For example, an air heater must be 
designed so that it will fit into a given space. Therefore, the 
engineer must set design constraints on the maximum size of 
the exchanger. 

Many numerical optimization techniques have been 
developed specifically for computer utilization. These 
techniques usually do not require a specific algebraic 
equation, but rather any computer algorithm to which design 
variables can be input and from which the objective function 
and design constraint values can be determined is aceptable. 
For this reason, nonlinear programming methods were chosen 
for the air-cooled, heat-exchanger design. Some of these 
techniques were summarized by Shah et al. [14]. 

An optimization program based upon the method of 
feasible directions and the Augmented Lagrangian Multiplier 
Method was chosen for this project [15, 16]. This program is 
called control Program for Engineering Synthesis and 
Constrained Function Minimization (COPES/CONMIN). It 
is a well established general purpose nonlinear optimization 
program that has been used extensively in numerous different 
optimization applications including thermal engineering. 
Therefore, for the heat-exchanger design problem, it was 
necessary to develop a subroutine, ANALIZ, which for a 
given design, would analyze an air-cooled heat exchanger, and 
which would be suitable for coupling with the optimizer. 

In discussing optimization, the following definitions will be 
useful: 

1 Design Variables-those parameters which the op
timization program can change in order to improve the 

design. COPES/CONMIN can handle in excess of 200 design 
variables! 

2 Design Constraints - those parameters which must not 
exceed given bounds for the design to be acceptable. 
COPES/CONMIN can handle thousands of design con
straints. 

3 Objective Function - the parameter which is going to be 
minimized or maximized. 

To couple the analysis subroutine directly to 
COPES/CONMIN it is required that the subroutine name 
ANALIZ be used. The heat-exchanger analysis which forms 
the content of the subroutine ANALIZ for the present 
problem is developed later in this paper. 

The general nonlinear constrained optimization problem 
can be written mathematically as follows [17]: 

Minimize F(X) 

Subject to: 

gy(A")S0 

hk(X) = 0 

(1) 

j=\,m (2) 

k=\,l (3) 

X\<X;<Xv i=\,n (4) 

where the vector, X, is the vector of n design variables. The 
objective function, F(X), given by equation (1), as well as the 
constraint functions given by equations (2) and (3), may be 
linear or nonlinear functions of the design variables. They 
may be explicit or implicit functions of X, but must have 
continuous first derivatives. The number of inequality 
constraints is m, and / is the number of equality constraints. 
Side constraints, X\ and Xf, are the lower and upper bounds 
placed on the design variables. Side constraints could be 
included in equation (2), but are treated separately for ef
ficiency. References [18-25] provide an extensive discussion 
of numerical optimization techniques and their application to 
engineering design. 

Although the original version of COPES/CONMIN 
performs very well with inequality constraints, equality 
constraints such as 

hk(X) = 0 

N o m e n c l a t u r e 

A = total heat transfer area, m 
free flow area 
specific heat, kJ/kg C CP 

C 
D 
f 
F 

H 

h 
J 

k 
L 
I 

m 
N 
n 

P 
P 

= heat capacity rate = mcp W/C 
= diameter, mm 
= friction factor, dimensionless 
= LMTD correction factor, 

dimensionless 
= gravitational acceleration, m/s2 

= corrected heat transfer coef
ficient, W/m 2C 

= bank height, m 
= Colburn factor, St Pr2 / 3 , 

dimensionless 
= thermal conductivity, W/mC 
= length, m 
= fin height, mm 
= mass flow rate, kg/s 
= number of tubes 
= number of . . . (when used with 

appropriate subscript) 
= pressure, Pa 
= pitch, mm 

Pr = Prandtl number, dimensionless 
Q = heat-transfer rate, W 
r = radius, mm 

R = heat-transfer resistance, 
m2 °C/W 

Re = Reynolds number based on tube 
i.d. or fin root diameter, 
dimensionless 

s = distance between adjacent fins, 
mm 

5 = fin spacing center-to-center, 
mm 

t = fin thickness, mm 
T = temperature, °C 

AT = temperature difference, °C 
U = overall heat-transfer coef

ficient, W/m °C 
w = bank width, m 

ij0 = surface efficiency, dimen
sionless 

r\j = fin efficiency, dimensionless 
fx = viscosity, Pa • s 
p = density, kg/m 
6 = pitch angle (see Fig. 2) 

Subscripts 

a = air 
c = cold 
/ = fin 

ff = free face 
h = hot 
/ = inside 
j = reference number, I or II 
/ = limiting 

L = longitudinal 
m = mean 
0 = outside 
p = pass 
r = rows 
t = transverse 

T = total 
w = water 
x - cross-sectional (flow) 
1 = entering 
2 = leaving 

°° = ambient 
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Fig. 1 Heat exchanger geometry 

cannot be dealt with directly, but must be treated separately, 
using a different method. 

A recent addition to COPES (still in the development 
stages), has put the Augmented Lagrangian Multiplier 
method (ALM) at the disposal of the programmer. Because of 
its good rate of convergence and its theoretical properties, the 
ALM is preferred for equality constrained problems [26]. For 
detailed explanation of the ALM, its background and 
mathematical derivation, consult reference [26]. 

Heat Exchanger Analysis 

To produce a complete detailed design package, an analysis 
program for an air-cooled heat exchanger must be coupled 
with a numerical optimization scheme. The analysis 
subroutine should: 

1 take into account the variation of heat-transfer coef
ficients and differential pressure drop with temperature 
and/or length of flow path; 

2 be iterative free, if possible; 
3 be written in such a manner that the optimizer will play a 

role in surface selection. 

With the number of design variables approaching the 
practical limit, the importance of an iterative free analysis 
subroutine cannot be overemphasized. The reason being, that 
at the beginning of each design iteration in the optimization 
routine CONMIN, the calculation of all gradients (of the 
objective and each active constraint) requires a complete pass 
through the heat-exchange analysis routine, ANALIZ. 
Therefore, the computational time required by ANALIZ 
directly affects the time required to reach the optimum. 

Problem Formulation. The air-cooled heat exchanger is 
shown schematically in Fig. 1. A crossflow arrangement with 
both fluids unmixed was chosen. The energy balances and 
heat-transfer rate equation for the heat exchanger can be 
written as: 

Qi=macPia(TCt2-TcA) (5) 

Q4 = m„cPiW (Thjl - Th2) (6) 

Q5 = UmAATm (7) 
where ma, TcA, Tca and mw, ThA, Th<2 are the fluid mass flow 
rates, entering temperatures, and exit temperatures of air and 

water, respectively. £/,„ is the true mean overall heat-transfer 
coefficient based on the outside root tube area, A is the total 
heat transfer surface area of the exchanger used to compute 
Um, and ATm is the mean temperature difference of the ex
changer (MTD). 

The optimizer will manipulate the design variables in order 
to find an optimum, while at the same time, insuring that the 
energy balance is satisfied, that is: 

Q=Q3 = Q4 = Qs (8) 
where Q may be some given heat transfer rate. 

Performance Calculation Procedure. With the tem
peratures, mass flow rates, and specific heats all specified in 
the listing of design parameters (whether they be constant or 
variable), the only unknown quantities on the right-hand side 
of equations (5-7) are U,„, A, and AT,,,. 

For many flow arrangements, various approaches for 
determining MTD, mainly using diagrams, are available [27], 
which have proven very useful in manual design efforts. For 
computerized design, however, an explicit, approximate 
equation is desirable in order to achieve a fast, sufficiently 
accurate calculation of the mean temperature difference of a 
given flow arrangement. 

Roetzel et al. [28], presented such an approximate equation 
together with empirical coefficients for nine counter-current 
crossflow arrangements as they apply to air-cooled heat 
exchangers. 

Roetzel used the familiar equation for the MTD of the 
given flow arrangement AT,,,: 

AT,„=F-ATlm (9) 

where ATlm is the log mean temperature difference in the 
limiting case of pure countercurrent flow, and F is a log-mean 
temperature difference correction factor determined by a 
different set of coefficients for each flow arrangement. 
Roetzel reported the following function suitable for F: 

m n 

F= 1 " E T, «*0 - "i.m) * sin(2 i arctan R) (10) 

where vim is the dimensionless LMTD, 

"l,m = ^ Tf— (11) 
y/l,l ~ yc, l 

and the coefficients aik of the approximating equation (10), 
were calculated using a standard least squares estimation 
program [29], and are reported in reference [28]. The 
assumption that both streams were unmixed was used in their 
calculation. 

When more than four tubeside passes are used, it is 
assumed that the heat exchanger has approached the limiting 
case of pure counterflow, and F is set equal to one [2]. 

Having determined the MTD, the remainder of the analysis 
procedure follows Roetzel's [30] general approximation 
method for determining the mean overall heat-transfer 
coefficient, U,„, for any flow arrangement while taking into 
account the variation of the heat-transfer coefficients and the 
pressure drop with temperature and/or length of path. 

Before continuing with specific analysis procedures, a brief 
summary of Roetzel's general approximation method is in 
order. 

The local overall heat-transfer coefficient based on the 
outside root tube area can be written as follows: 

1 
U= (13) 

AQ \_ A0ln(r0/ri) 1 

Aj Hj 2irkL H0ri0 
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where ?/0 is the efficiency of the extended surface. 
In order to determine the individual convection heat-

transfer (film) coefficients, / / , and H0, according to the 
conventional methods, the coefficients would be considered 
constant, and the necessary fluid properties for their 
calculation would be evaluated at some mean bulk tem
peratures, T,hb and Tcb. 

However, the film coefficients are not constant, but vary 
with temperature and/or length of flow path. Roetzel has 
taken these variations into account with the use of corrected 
reference temperatures. Two sets of corrected reference 
temperatures are determined: ThI, Tc! and ThtU, TcM. Details 
of the determination of these reference temperatures can be 
found in references [31] and [32]. Therefore, for each set of 
corrected reference temperatures, the film coefficients are 
determined in the conventional manner using the reference 
temperatures in place of the bulk temperatures. 

With the film coefficients Hitl, H0il, HiM and H0<n, two 
local overall heat-transfer coefficients, Ul and Un can be 
calculated from equation (13). 

Finally, the true mean overall heat-transfer coefficient is 
calculated as: 

1 
TT„, = -\ — —1 

~ 2 L U, + U„ J 
(14) 

The corrected reference temperatures are now used to 
determine the thermal conductivities and absolute viscosities 
of fluids for later use in the calculation of the film coef
ficients. Water and air were chosen as two fluids that were 
likely to be involved in air-cooled, heat-exchanger design. The 
thermal conductivities of air and water and the viscosity of air 
can be approximated by a second-order polynomial. 

Calculations for the tubeside heat-transfer coefficient in the 
laminar, transition, and turbulent regions all involve a 
correction, such as (f/^waii)0'14- In the past, an iterative 
procedure was required to determine the inside tube wall 
temperature in order to evaluate /iwaU. Roetzel [34] has 
developed an iteration-free method for determining this 
correction. Roetzel's method assumes that the tubeside fluid 
viscosity follows the Andrade equation, that is: 

lx = aeltlT (15) 

The tubeside heat-transfer coefficient is calculated from 
one of three Nusselt-type empirical equations, as follows [33]: 

For laminar flow, Reynolds Number < 2,100 

HDf 
= 1.86(RePr-0 (-^-) 

\ L / \ «,„,,„ / • Mwall ' 
(16) 

For transition regions, 2,100 < Re < 10,000 
J-fD r 
——^=0.116[Re2/3-125] 1 

(^"WJ.) 
\ L J J \ uw.„ / ^wall ' 

For turbulent flow, Re > 10,000 

HD. 
- =0.027 Re°-8Pr' 

( — ) ' 
X Muz-ill / 

v Mwall 

(17) 

(18) 

Therefore, before any calculations can even begin, the 
Reynolds number, Re, must be computed to determine the 
type of flow. 

The Reynolds number will be calculated as 

Re,= ^ 
AxV-hj 

Dh mh are supplied in the initial list of parameters and nh is 
calculated from equation (15). This leaves only the cross: 

sectional flow area, Ax, to be determined, where: 

Fig. 2 Tube field layout 

•KD: 
A*=NP 4 

and Np is the number of tubes per pass. With Re calculated, 
the Prandtl number is computed from given and previously 
determined thermophysical properties. 

The uncorrected tubeside heat-transfer coefficients, H,j, 
that is Hjj without the viscosity correction factor, can be 
calculated from the proper choice of equations (16-18). 
Before the viscosity correction factor can be determined using 
Roetzel's method, the outside heat-transfer resistance, R, 
must be computed. 

Equation (13) can be written in a more gener form as 

U= 
1 

•K/+^wall +^0 
(19) 

where Rit Rw, R0 are the inside, wall, and outside heat-
transfer resistances, respectively. Additional resistances, such 
as contact or fouling, can also be added here. 

In order to have the optimization program play a 
significant role in the selection of an optimized surface for a 
finned tube heat exchanger, an explicit equation for H0 in
volving the tube and bank design parameters as independent 
variables is a necessity. 

In the past, comparison methods, as described by Shah 
[35], were used to choose the best surface from a list of 
surfaces for which experimental heat-transfer and friction 
data existed. The data is presented in graphical form, where 
friction and Colburn factors are plotted as a function of 
Reynolds Number. With J, ma, cp and Pr known, the film 
coefficient can be computed. 

Therefore, in previous heat-exchanger optimization 
programs, a given surface (described by its pitch, outside fin 
diameter, fin thickness, fin spacing, and outside tube 
diameter) had to be chosen beforehand. After the surface 
configuration had been selected, expressions f o r / a n d 7 were 
obtained by fitting polynomials to the experimental data 
described earlier. 

Briggs and Young [36] provide a means of getting past this 
obstacle with an improved convection heat-transfer 
correlation for air flowing across triangular pitch banks of 
high finned tubes, as shown in Fig. 2. 

Briggs and Young expanded the work of Ward and Young 
[37] to cover a total of eighteen differently configured finned 
tube banks in order to determine the effect of fin thickness 
and tube pitch on the airside heat-transfer coefficient. The 
heat-transfer data for the high-fin banks were correlated to 
give 
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Nu 

HQJDQ 
= 0.1378 R e ^ ^ P r ii)' (20) 

where s is the distance between adjacent fins and / is the fin 
height. Equation (20) is based on tubes having a wide range of 
fins heights, fin thicknesses, fin spacing, and outside tube 
diameter, and can be used to predict H0i j for a bank of tubes 
six rows deep. Figure 11 of reference [37] is used to correct 
Ho, j for banks of other than six rows. 

In order to calculate the outside heat-transfer resistance, 
which will be used to calculate the correction for the tubeside 
heat-transfer coefficient, and finally, the local overall heat-
transfer coefficients, the extended surface efficiency, »/0, must 
be computed. 

The surface efficiency can be expressed as [33] 

where r\j, the fin efficiency for a radial fin, can be found from 
the analytical form involving modified Bessel functions [33]. 

The finned area, Aj, and the total heat-transfer area, A, are 
computed as follows: 

A f = NTvmf'^(Df
1--D0

1) 

A = N 7 . » ' [ / I / | ( Z > /
2 - J D 0

2 ) + ( 1 - V ) T Z J O ] 

With R calculated from equation (19), the correction to the 
tubeside film coefficient can be made. 

In the past, with the tubeside heat-transfer coefficient 
dependent on the wall temperature, the dependence has either 
been neglected, or the wall temperature has been calculated 
with an iterative technique. Roetzel [34] has proposed an 
improved iterative-free method for finding the "Sieder-Tate" 
correction, 0*//*waii)

0'14» when the tubeside fluid obeys An-
drade's viscosity equation. 

All the parameters on the right-hand side of equation (19) 
are now available. Therefore, the two reference overall heat-
transfer coefficients, Ux and Un, can be calculated. The mean 
overall heat-transfer coefficient follows easily from equation 
(14). With Um, Q5 can be calculated, with the heat balance to 
be performed by the optimizer. 

The final calculations before computing objective and 
constraint functions for the optimization problem involve the 
pressure drops in the heat exchanger. 

The basic equations that will be used for the calculation of 
the pressure losses are as follows: 

(a) Tubeside [33] 

A/7,. 
fim2

hwnp 

2g^,,AD,(—Y 
v Mwall ' 

(np - l)mj, 

2gcA
2
x,TP 

(21) 

where z = 0.14 below Re = 2100 and z = 1.25 for Re greater 
than 2100. 

(b) Airside [38] 

Ap0 = 
f0nrm

2
c 

f/ScP 
(22) 

where Aff is the minimum flow area. 
The friction factor for the tubeside flow,/,, is taken from 

Fig. 9.5 of reference [33], assuming fully developed flow. For 
use on the computer, an explicit expression for / w a s obtained 
by fitting a line and an exponential to the experimental data of 
Fig. 9.5. This follows 

fi=64/Re i?e<1000 

Just as in the case of the airside film coefficient, for surface 
optimization on the computer, an explicit equation for the 
airside friction factor, f0, is desirable. Robinson and Briggs 
[38], presented such an expression for/0 for air flowing across 
triangular pitch banks of finned tubes. Robinson and Briggs's 
work closely parallels that of Briggs and Young [36]. The 
Robinson-Briggs Correlation 

/o = 18.93 Re -0-316(P r/Dora927(/> rAPL)0-515 (23) 

covers the range of tube sizes and pitches used in air-cooled 
heat exchangers [38]. 

Therefore, with Re! and Re n , the four reference pressure 
drops, Apjj and Ap0J, may be computed from equations (21) 
and (22). Following Roetzel's general approximation method: 

A P , = 
2 

Ap AP.MI :,l 

For a gas, an additional correction is needed because the 
density in equation (23) is strongly dependent on pressure, 
which is changing through the exchanger. Using the inlet 
pressure as reference 

«-£[$* APo,n 
Un } 

(24) 

All the necessary information from an analysis viewpoint 
has now been calculated. Functions needed for the numerical 
optimization process follow. 

The choice of objective functions for minimization are 
defined as follows: 

(a) Volume = wh[Df+ (nr - 1) PL cos0] 

where 

0 = arcsinCP,/2PL) 

(b) Heat-transfer area 

(25) 

(c) Air horsepower = 
Ap0«ma 

(d) Airside pressure drop 
(e) Tubeside pressure drop 

Results 

Case studies were chosen as the best way to test the 
capabilities of the program for Heat Exchanger Design using 
Numerical Optimization (HEDSUP). The design problems 
posed were made as realistic as possible. 

HEDSUP currently has the capability to design for nine 
different configurations of triangular pitch banks of finned 
tubes: 

TYPE 1-
TYPE 2-
TYPE 3-
TYPE 4-
TYPE 5-
TYPE 6-
TYPE 7-
TYPE 8-
TYPE10-

- 1 Row, 1 PASS 
-2 Row, 1 PASS 
-3 Row, 1 PASS 
- 4 Row, 1 PASS 
-2 Row, 2 PASS 
-3 Row, 3 PASS 
-4 Row, 2 PASS 
-4 Row, 4 PASS 
- PURE COUNTERFLOW 

/ , = 0.46i?e Re > 1000 

Type 10 will include exchangers with a configuration of n 
rows, n passes, where w'can go from five to twenty. 

The banks must be constructed of high-finned tubes (/ > 
1.59 mm [33]) with the fins having rectangular profile of 
constant thickness. 
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At present, HEDSUP can provide the design parameters for 
an air-cooled heat exchanger optimized for any one of the 
following design objectives: 

(a) Minimum volume 
(ft) Minimum heat-transfer surface area 
(c) Minimum air horsepower 
(d) Minimum airside pressure drop 
(e) Minimum tubeside pressure drop 

Additional design objectives can be used, provided that they 
can be expressed as a function of the design variables. It 
should also be pointed out that any design variable may 
simultaneously be a design objective as long as it conforms to 
the restrictions of both. For example, an exchanger may be 

The design variables must be singled out and given side 
constraints. All parameters must be given an initial value and 
only the values of the design variables will change. 

Assuming constant specific heats, the mass flow rates of 
both fluids can be determined because the heat-transfer rate 
and temperature differences are given 

~ - ^ =16.8kg/s 
Cp,hATh 

Q 

Cp^Tr 
= 150kg/s 

A crossflow arrangement, fin profile, and tube material 
must be chosen. 

The design variables for this example are 

5.89 <£>,< 59.06 mm 

6.1 <D0<tt.5mm. 

1.59</ 

0.25</<0.597mm 

2.0 <S<3 .18mm 

0.0 < P L < 102.0mm 

0.0 < P , < 102.0 mm 

0.0 <w<12 .6mm 

0.0 </!<12.7mm 

D/' =50.8 mm 

D0' =50.8 mm 

/'' =11.7mm 

t' = 0.58 mm 

S' =2.82 mm 

PL' =54.0 mm 

P, =102.0 mm 

w' =12.34 mm 

W =8.9 mm 

designed for minimum bank height. 
The airside fluid is restricted to dry air. The tubeside fluid is 

presently limited to water in single phase. Other tubeside 
fluids can be used by HEDSUP, provided that their viscosities 
obey Andrade's Law and the fluid thermal conductivities can 
be expressed as a function of temperature. The fluid specific 
gravity would also have to be placed in the denominator of 
equation (21). 

Case Study. An air-cooled heat exchanger is to be designed 
for minimum volume with a heat-transfer rate 2.93 x 106 W 
(107 Btu/hr). Water is to be cooled from 93.4°C (200°F) to 
51.7°C (125°F). Dry air will enter the exchanger at 35°C 
(95°F) and leave at 54.4°C (130°F). Specifications call for a 
fan that can produce a pressure difference of 498 Pa (2 in. 
H 2 0) . Although air outlet temperature and air mass flow rate 
are design variables in an air-cooled heat exchanger, these are 
fixed in this specific problem used to illustrate the procedure. 
They could have been considered as design variables. 

The side constraints on the design variables are of a practical 
nature with the exception of the lower bounds on fin height. 
Recall that the use of equation (20) is restricted to high fins. 
High fins will also tend to keep the fluid unmixed, which was 
an assumption used when defining the coefficients aik, used 
in equation (16). 

From the problem statement, the airside pressure drop must 
be less than 498 Pa. 

0 < A p a < 4 9 8 P a 

From a practical standpoint: 

O.O<0<1.3, l.0<Df/D0<2.5 

0.46< (—~~i) <;4.6mm,p„<956pa 

The equality constraint 

Q5/e=i.o 

Table 1 Case study results 

mh = 
T'n = 
T'n = 

Dh mm 
DQ, mm 
/, mm 
t, mm 
S, mm 
Pt, mm 
PL, mm 
h, m 
w, m 

e.w Volume 

16.8 kg/ 
93.3 

51.7 

m 3 

'C 

'C 

s 

Initial 
design 
TYPE1 

50.8 
63.5 
11.7 
0.58 
2.82 
102 
54 

8.9 
12.45 

6052021 
15.66 

3 ROW 
3 PASS 

12.19 
13.28 
2.09 
0.40 
2.03 
18.8 
18.0 

12.69 
3.07 

2929416 
1.87 

2 ROW 
1PASS 

27.84 
28.8 
9.98 
0.60 
2.03 
48.8 
48.9 
5.69 
9.49 

2930457 
4.93 

ma = 150 kg/ 
r q = 35°C 

TC2 = 54.4°c 

3 ROW 
1PASS 

18.62 
19.61 
7.39 
0.60 
2.03 
34.6 
35.9 
4.42 
5.82 

2930867 
2.50 

Optimum 
design 

s 

4 ROW 
1PASS 

11.28 
12.22 
7.01 
0.55 
2.03 
29.5 
26.4 
3.95 
4.97 

2928756 
1.81 

, i 

2 ROW 
2 PASS 

17.17 
18.29 
4.11 
0.55 
2.03 
26.5 
26.4 
8.69 
7.25 

2930157 
3.12 

4 ROW 
2 PASS 

13.69 
14.63 
3.25 
0.53 
2.03 
25.9 
26.5 
6.06 
4.73 

2930689 
2.06 

Rectangular fin profile 
Aluminum fins 

Copper tubes 
Q = 2 .93x l0 6 

4 ROW 
4 PASS 

13.59 
14.61 
2.17 
0.44 
2.03 
23.4 
19.9 

12.70 
2.70 

2930702 
2.30 

W 

5 ROW 
5 PASS 

14.55 
15.47 
1.86 
0.42 
2.03 
26.5 
20.3 

12.68 
2.52 

2930499 
2.58 
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ARE 

where 

Fig. 3 Case study optimum design 

Q5 = U,„A ATm 

= 2.93xl06W 
will satisfy the heat balance. 

A three-dimensional design matrix can now be constructed 
of optimum exchanger designs with minimum volumes. The 
matrix would be constructed by first holding the tube and fin 
materials constant and varying the configuration, i.e., Type 1, 
Type 2, Type 3, etc. Next the tube material would be varied 
with the fin material and exchanger configuration held 
constant and so forth. However, for this case study, the tube 
material will be chosen as copper, k = 346 W/m C and the fin 
material will be aluminum, k = 204 W/m C. Also, in order to 
simulate an actual trade-off study, the constraint framework 
will be fixed throughout the individual case studies. 

The design matrix is presented in Table 1. The optimum 
design is a Type 4 configuration and shown in Fig. 3. 
Typically, for this case study, when starting far from the final 
design, COPES/CONMIN would require approximately 1700 
calls to ANALIZ to reach an optimum. However, when 
beginning from a reasonable starting point only 600 calls were 
needed. Note that each call to ANALIZ required ap
proximately 0.06 s of CPU time on an IBM 360/67. 

Conclusions 

The intent of this investigation was to couple an analysis 
program with a numerical optimization scheme, 
COPES/CONMIN, to produce a complete, detailed design 
program (HEDSUP) for an air-cooled heat exchanger. In 
addition, the analysis program was to be written such that: (/) 
the variation in the film coefficients with temperature/length 
of flow path would be taken into account; (if) the surface 

would be optimized; and (Hi) it would be iterative free and 
thus minimize the computer time required during an actual 
trade-off study. 

Although COPES/CONMIN could optimize the objective 
function satisfying the inequality constraints, a reliable heat 
balance could not be obtained. The solution to this problem 
was the addition of the ALM option to COPES. In this way, 
the method of feasible directions, which works best with 
inequality constraints, was used to satisfy this type of con
straint. The multiplier method, which works best with 
equality constraints, was used to perform the heat balance. 

The results of the case studies show that HEDSUP will yield 
reliable designs for various design objectives and problems 
with only minor man-machine interaction. 

The value of numerical optimization in a design problem of 
this size cannot be overemphasized. For example, in the case 
study, the problem is taking place in a nine-dimensional 
design space and intuition on how an optimized design 
"should" turn out is quickly lost. This capability of surface 
optimization is dependent upon the use of the Briggs-Young 
and Robinson-Briggs Correlations, equations (20) and (22), 
respectively. The reliability of the correlations as compared to 
the "conventional" method, using charts and graphs, is 
questionable. Actual experimental data for a particular tube 
and pitch will always be the most useful in predicting pressure 
drop and film coefficients across banks of finned tubes. 
However, the correlations mentioned above cover the ranges 
and pitches used in air-cooled heat exchangers and should 
therefore be sufficiently accurate in predicting H0 and Ap„. 
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Effect of Blockage-Induced Flow 
Maldistribution on the Heat 
Transfer and Pressure Drop in a 
Tube Bank 
Detailed experiments, encompassing per-tube heat-transfer measurements and row-
by-row pressure measurements, were performed to investigate the response of a 
tube bank to maldistribution of the flow at the inlet cross section. The 
maldistribution was created by a partial blockage of the inlet section. Baseline 
experiments for uniformly distributed inlet flow were also carried out. The ex
periments spanned an order of magnitude range in the Reynolds number. On the 
whole, the inlet-section flow maldistribution tends to enhance the heat transfer at a 
given Reynolds number, with an accompanying additional pressure drop of about 
2Vi velocity heads. Enhancements in the 30-40percent range are encountered in the 
first several rows in the corridor downstream of the unblocked portion of the inlet 
section. Reductions (up to 50percent) are confined to a narrow alley behind the 
blockage. Ten-percent maldistribution-related effects persist to the seventh row, 
while effects at the 5 percent level occur at least as far downstream as the twelfth 
row. 

Introduction 

Flow maldistribution is a widely encountered operational 
problem in heat-exchanger practice. In general, 
maldistribution may be classified in two categories, depending 
on whether the fluid flow which enters the heat exchanger is 
maldistributed or whether the maldistribution is induced 
within the heat exchanger itself. The focus of the present 
paper is on maldistributed entering flows, illustrations of 
which will be described shortly. Internally induced 
maldistributions are caused by geometrical irregularities and 
imperfections, which give rise, for example, to leakage and 
bypass in shell and tube heat exchangers, and by differential 
heating, which is of particular relevance in laminar heat 
exchangers employing viscous liquids. 

There are numerous causes of possible maldistributions in 
the flow that is delivered to the inlet cross section of a heat 
exchanger. If the inlet were situated downstream of a bend or 
an elbow, the nonuniform packing of the flow in the bend 
would be reflected in a nonuniform distribution across the 
inlet. Furthermore, secondary motions (i.e., corkscrewlike 
motions) are generated in bends and turns, and such motions 
further complicate the flow entering the heat exchanger. 
Overly rapid enlargements of the ductwork which feeds a heat 
exchanger will give rise to zones of flow separation and 
recirculation which are carried into the exchanger inlet. 
Partially open valves and misaligned baffles are sources of 
nonuniform flow, and the eddies shed from these devices 
constitute a further degree of complexity. In applications 
where a heat exchanger is fed from the exhaust of a rotating 
device such as a gas turbine, there will be a strong swirl 
superposed on the inlet flow. 

The foregoing slate of physical situations which favor 
maldistributed inlet flows is illustrative rather than 
exhaustive. Furthermore, the agents causing maldistribution 
are often compounded, as seen, for example, in a swirling 
flow delivered to a heat exchanger via a bend and an overly 
rapid enlargement. 

Waste heat recovery systems, which have become an 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
27,1981. 

essential factor in effective energy management, are especially 
vulnerable to pathological ducting arrangements for delivery 
of hot gases to the heat-exchanger inlet. This is because such 
systems are often retrofitted in an existing plant site and, as a 
consequence, both the ductwork and the heat exchanger have 
to be adaptive to the available space. Even in new in
stallations, the size of waste heat systems and the cost of 
physical space often leads to nonideal ducting arrangements. 

The importance of maldistributed inlet flows is widely 
recognized among heat-exchanger practitioners (e.g., [1, 2]), 
but the complexity of the problem appears to have been a 
deterrent to research at a fundamental level. The work 
reported in the published literature is mainly focused on 
estimating the effects of the maldistribution by employing 
analytical models in which the heat-transfer coefficients, 
needed as input, are based strictly on assumption (e.g., [3-6]). 
For example, heat-transfer coefficients for uniformly 
distributed flows have been employed, while in others, a 
simple power-law relation between the transfer coefficient 
and the mass velocity is assumed to hold. It does not appear 
that detailed measurements have heretofore been made of the 
transfer coefficients in heat exchangers subject to a 
maldistributed inlet flow. 

In the research to be reported here, experiments are per
formed in which, seemingly for the first time, heat-transfer 
coefficients are measured internal to a heat exchanger with a 
maldistributed inlet flow. In planning the research program, it 
appeared most appropriate to model a generic type of 
maldistribution rather than to reproduce one of the myriad of 
specific maldistribution arrangements that occur in practice. 
The heat-exchanger configuration to be studied here is, itself, 
generic-a tube bank through which air passes in crossflow. 
Attention will be focused on the heat-transfer characteristics 
of the flow external to the tubes (in contrast to the internal 
flow). 

The special feature of the research is that heat-transfer 
coefficients were measured at each of the individual tubes of 
the array. These detailed measurements were performed for 
both the maldistributed flow and for the case of a uniformly 
distributed flow, both at the same Reynolds numbers. The 
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Fig.2 Schematic diagram 01 the front face of the test section

velocity recirculation zone is set up. On the other hand, the
flow passing througp the unconstricted portion of the inlet
section creates an aliey of relatively high velocity fluid that
penetrates the heat exchanger. To create a severe case of
maldistribution, the experiments were performed with an
inlet-section blockage of 50 percent. The Reynolds number
was varied over an order of magnitude during the course of
the experiments.

In order to obtain the detailed information described in the
foregoing, it was found advantageous to perform mass
transfer experiments rather than direct heat-transfer ex
periments. The naphthalene sublimation technique was used
in the mass-transfer experiments, and the mass-transfer
coefficients were converted to heat-transfer coefficients by
employing the analogy between the two processes. As the first
order of business in the experimental program, the validity of
the analogy was examined by comparisons of the present
results for uniform inflow with well established results in the
heat-transfer literature. The remarkable level of agreement
that emerged from these comparisons provides unassailable
support for the use of the analogy in heat-exchanger work.

In addition to the heat and mass-transfer studies, the
pressure drop was measured as a function of position along
the length of the heat exchanger, both for the maldistributed
and uniform flow cases. The comparison of the results
enables identification of the incremental pressure drop due to
the flow maldistribution. These multi-station internal
pressure measurements represent a departure from con-

per-tube heat-transfer coefficients in the presence of the
maldistribution were ratioed with the corresponding coef
ficients for the uniform flow. The deviation of each ratio
from unity provides an immediate index of the effect of the
maldistributed inlet flow in either degrading or enhancing the
per-tube heat-transfer coefficient.

The aforementioned ratios are presented on a plan view of
the tube bank, with each tube being inscribed with its in
dividual ratio. In this presentation, zones of enhancement and
degradation are readily identified. In addition, the
propagation of the inlet section maldistribution through the
heat exchanger can be observed, as can the homogenization of
the flow as the maldistribution wanes.

In the experiments, the maldistribution was created by a
partial blockage of the inlet cross section of the heat ex
changer. Owing to the inability of the entering flow to turn
sharply and fill the space downstream of the blockage, a low-

Fig. 1 Photograph of the test section and the aflerduct

____ Nomenclature

A min minimum free flow area
between tubes Nu Nusselt number

A naph per-tube mass-transfer area Pr Prandtl number
D tube outside diameter P pressure w rate of fluid flow through
D naphthalene-air diffusion Poo pressure upstream of array array

coefficient b.p pressure drop, (Poo - p(x» x axial coordinate
f friction factor, equation Re Reynolds number, PVD! p. p. viscosity

(11) Sc Schmidt number p kinematic viscosity
K per-tube mass-transfer Sh per-tube Sherwood P air density

coefficient, m!(Pnw - Pnb) number,KD/D Pnb naphthalene vapor density
t.M per-tube change of mass SL longitudinal pitch in bulk flow

m per-tube rate of mass ST transverse pitch Pnw naphthalene vapor density
transfer per unit area V characteristic velocity, at tube surface

N row number w!pA min T - duration of data run
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Fig. 3 Plan view of the test section with the top wall removed 

ventional heat-exchanger practice where pressure 
measurements are made only before and after the exchanger. 

The Experiments 

Experimental apparatus. The description of the ex
perimental apparatus is facilitated by reference to Figs. 1-3. 
The first of these is a photograph of the test section and 
related downstream ductwork (hereafter designated as the 
afterduct). Figures 2 and 3 are schematic diagrams showing 
various details of the test section. 

In Fig. 1, the test section is the portion of the apparatus that 
is forward of the flange. The photograph was taken with the 
inlet cross section unblocked, and the first row of tubes can be 
seen through the open inlet. Another feature of the test 
section that is evident in Fig. 1 is that the top wall is 
removable. In connection with the removable top, there are 
three quick-release clamps affixed to the upper edge of the 
respective side walls. When the clamps are closed, they bear 
down on the top wall, causing it to seal against O-rings. With 
the opening of the clamps, the top wall can be removed in a 
matter of seconds with the aid of the specially machined 
handles that are attached to the wall. A row of static pressure 
taps, deployed along the spanwise centerline of the top wall, 
can also be seen in Fig. 1. 

Figure 2 is a schematic diagram of the front face of the test 
section, with the blockage in place (but shown as semitrans-
parent in order to reveal the parts that are situated behind the 
blockage). As seen in the figure, the test section is a square 
duct whose lower and side walls were fabricated from thick 
aluminum plates (2.54 cm, 1 in.) to enable laps to be cut for 
interleaving the walls and ensuring precise positioning. Laps 
at the outer edges of the bottom wall provided seating for the 
side walls and, in turn, laps at the upper edges of the side walls 
seated the top wall. These laps also served as flats into which 
the O-ring grooves were milled. All surfaces of the duct walls 
which interface with the airflow were painstakingly polished 
with 600-grit wet or dry sandpaper (used wet) as the final step 
of the fabrication process. 

The spanwise arrangement of the tubes in the first row can 
be seen in Fig. 2. This arrangement, which is repeated in the 
third, fifth, and all other odd rows, includes five regular tubes 
(away from the side walls) and a half tube adjacent to each of 

the side walls. The wall-adjacent half tubes were employed to 
more closely model an infinitely wide array, and the success of 
this approach will be documented later. 

A plan view of the test section with the top wall removed 
and without the blockage in place is presented in Fig. 3; also, 
for clarity, the quick-opening clamps are not shown. This 
figure illustrates the layout of the tube bank. The tubes are 
seen to be positioned in a staggered array, with six tubes in 
each row. Precise, positive positioning of the tubes was en
sured by seating them in holes that had been drilled into the 
lower wall of the duct. The aforementioned wall adjacent half 
tubes situated in the odd numbered rows are seen, in actuality, 
to be regular tubes that are recessed into the side walls so that 
only half of each tube is exposed to the airflow. 

Further study of the figure shows that the tubes are 
positioned on equilateral triangular centers. The transverse 
center-to-center distance, ST, between the tubes was chosen to 
be twice the tube diameter, D, (i.e., ST/D = 2). The 
corresponding longitudinal pitch-to-diameter ratio SL/D = 
(V3/2)Sr/D = 0.866(S7-/Z)). The array employed in the ex
periments contained 15 rows of tubes, as pictured in the 
figure. The portion of the test section aft of the array served 
as a downstream plenum chamber. 

The experiments will be characterized in dimensionless 
terms so that the test-section dimensions are relevant only for 
orientation purposes. The cross section is a 7.62 x 7.62 cm 
(3x3 in.) square. Each tube is 0.635 cm (0.250 in.) in 
diameter and 7.62 cm (3 in.) in length, and the transverse 
pitch ST is 1.27 cm (0.500 in.). The 12:1 aspect ratio of the 
tube is sufficient to eliminate concern about mass-transfer end 
effects, especially since there is zero mass transfer at the duct 
walls (the duct walls are metallic and, therefore, do not 
participate in the mass-transfer process). It should be noted 
that in a corresponding heat-transfer experiment, the end 
effects would, in all likelihood, be greater due to both con
ductive and convective interactions between the tubes and the 
duct walls. 

As indicated in the Introduction and illustrated in Fig. 2, 
the selected blockage element constricted half of the inlet 
cross section. In considering a plate to serve as the blockage 
element, it was recognized that flow separation would occur 
at its exposed edge (i.e., the left-hand edge of the element 
pictured in Fig. 2). To achieve a sharply defined separation, a 
thin brass plate was used (0.020 cm, 0.008 in.). It was verified 
that the plate, when in place, did not deform under the action 
of the forces exerted by the airflow. 

For the determination of the pressure distribution along the 
test section, twelve regularly spaced pressure taps were in
stalled along the spanwise centerline of the top wall, as seen in 
Fig. 1. The first tap is positioned midway between the second 
and third rows of tubes, 2.750 cm (1.083 in.) from the leading 
edge of the duct. All subsequent taps are separated by an axial 
distance of 2SL ( = 2.200 cm, 0.866 in.). 

In addition to the regular top wall of the test section, a 
special top wall was fabricated and used during a preparatory 
stage of each data run. During that stage, it is necessary to 
pass air through the test section for a preselected time so that 
thermal equilibrium is achieved between the naphthalene mass 
transfer element and the flow. During this equilibration 
period, the mass-transfer element is jacketed by a teflon cover 
which protrudes above the top of the test section. The special 
top wall contains an elevated section which accommodates the 
protruding portion of the jacket. Furthermore, the elevated 
section can be positioned at any axial station to accommodate 
a mass transfer element situated in any row of the array. 

In the fully assembled experimental apparatus, air was 
drawn from the temperature-controlled laboratory into the 
inlet of the test section. The air traversed the test section and 
exited into the afterduct (Fig. 1), which served as a transition 
piece between the square test-section geometry and the cir-
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cular downstream piping. The afterduct was designed to be 
sufficiently long so that the contraction experienced by the 
flow at the downstream end of the duct (i.e., as the flow 
entered the downstream circular piping) was not felt in the test 
section. From the afterduct, the flow passed into a metering 
section (two calibrated rotameters), through a control valve, 
and then was ducted to the blowers. The blowers were situated 
in a service corridor outside the laboratory, and their exhaust 
was vented to the outdoors. The capacity of the air-handling 
system was 130 scfm (0.0614 m3/s). Experiments were per
formed over the range from 13 to 130 scfm. 

The operation of the system in the suction mode and the 
placement of the blowers outside the laboratory, together 
with the room temperature control, enabled the attainment of 
steady, readily measurable operating temperatures in the test 
section-a necessary prerequisite for the naphthalene 
sublimation technique. Also, the outside exhaust, coupled 
with strict handling procedures, ensured that the laboratory 
was free of naphthalene vapor. 

Tubes and naphthalene test element. Each tube is, in 
actuality, a solid cylinder machined with a shank of smaller 
diameter at one end to facilitate its seating in the lower wall of 
the test section. To ensure uniformity of diameter for all the 
cylinders, they were fabricated from 0.635 cm (0.250 in.) drill 
rod. The length of each cylinder was machined so that the 
clearance between the tip of the cylinder and the top wall of 
the test section was 0.0025-0.005 cm (0.001-0.002 in). 

In each data run, only one of the cylinders in the array 
participated in the mass-transfer process1. The participating 
cylinder was a composite consisting of a naphthalene coating 
enveloping a metal substrate. The first step in the fabrication 
of a coated cylinder was to reduce the diameter of the body of 
one of the aforementioned standard cylinders by about 3/4 
mm. Following the undercutting operation, the resulting 
surface was machined so as to form a 1/4-mm deep screw 
thread. The purpose of the screw thread was to provide 
cavities to aid in the adhesion of the naphthalene. The thus-
machined cylinder was dipped into a container of molten 
naphthalene, the dipping process being performed in many 
stages so that the surface temperature was kept low enough to 
avoid remelting of the naphthalene that had solidified on it. 
Once a sufficiently thick coating had been built up, the coated 
cylinder was machined in a lathe to remove the excess 
solidified naphthalene. The machining was continued until 

The effect of this transfer arrangement on the results will be discussed at the 
end of the Concluding Remarks section of the paper. 

the diameter of the naphthalene-coated cylinder was equal to 
the diameter of the uncoated cylinders of the array. The tip 
was machined to completely remove the solidified 
naphthalene. 

For efficiency in executing the experiments, it was standard 
practice to coat and machine at least eight to ten cylinders at a 
time. Upon completion of the coating process, the cylinders 
were wrapped in impermeable plastic and placed in the 
laboratory where the experiments were to be conducted. A 
freshly prepared coated cylinder was employed for each data 
run (i.e., coated cylinders were never reused). Subsequent to 
each data run, the remaining naphthalene coating was 
removed by melting and evaporation in preparation for the 
next round of coating and machining operations. 

Experimental procedure and instrumentation. The key 
measurements made during a mass-transfer data run included 
the mass of the naphthalene-coated cylinder, the temperature 
of the air entering the test section, the airflow rate, and the 
barometric pressure. The mass measurements were made with 
a Sartorius analytical balance with a resolution of 0.0001 g 
and a capacity of 200 g. Air temperature was sensed by an 
ASTM-certified thermometer with a smallest scale division of 
0.1 °F. As noted earlier, calibrated rotameters equipped with 
static pressure taps were employed for the airflow 
measurements. 

In supplementary runs (without mass transfer) made to 
determine the pressure drop characteristics of the array, the 
pressure signals from the test-section static taps were con
veyed to a specially fabricated selector switch. The output of 
the switch was fed to the terminals of a Baratron solid-state, 
capacitance-type pressure meter capable of resolving 10 "4 

mm Hg at levels of 1, 10, and 100 Hg, depending on the 
sensing head employed. 

Certain aspects of the experimental procedure have already 
been mentioned, and additional relevant details will now be 
described. To prepare for a data run, the room lighting and 
the blowers in the air-handling system were turned on at least 
30 min before the intended start of the run. A steady tem
perature was thereby established and subsequently maintained 
to within 0.05-0.1°C during the data run by the temperature 
control system of the room. 

The next preparatory step involved the attainment of 
thermal equilibrium between the naphthalene-coated cylinder 
and the airflow passing through the array. The attainment of 
temperature equality is a necessary prerequisite for the 
evaluation of the naphthalene surface temperature from the 
measured air temperature. To attain the desired equilibrium, 
the naphthalene-coated cylinder, jacketed in a close-fitting 
sealed teflon sleeve to minimize extraneous sublimation, was 
inserted at a preselected position in the array. The cylinder 
was allowed to remain in the array for about 30 min, during 
which time it was exposed to the airflow rate that had been set 
for the data run. After the equilibration period, the cylinder 
was removed from the array, weighed on the analytical 
balance (with teflon jacket removed), and then returned (with 
jacket in place) to the array for an additional 5-10 min 
equilibration period. 

The mass-transfer period was initiated by the removal of 
the teflon jacket, thereby exposing the naphthalene-coated 
cylinder to the airflow. During the run, readings of tem
perature, flow rate, rotameter pressure, and barometric 
pressure were taken at regular intervals. The duration of the 
run was chosen so that the average change of thickness of the 
naphthalene coating due to sublimation would be about 
0.0025 cm (0.001 in.), equivalent to about a 0.05 g mass loss. 
To terminate the run, the naphthalene-coated cylinder was 
jacketed, removed from the array, and weighed (with jacket 
removed). 

At this point, a supplementary data run was carried out to 
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determine a correction for any extraneous mass transfer that 
may have occurred in the period between the first and second 
weighings. All of the steps that had been performed between 
the first and second weighings were repeated, except for the 
exposure to the airflow, and following this, a third weighing 
was made. The thus-determined correction was on the order 
of 1 percent of the net mass transfer. 

Data Reduction 

The procedures employed to evaluate the per-tube Sher
wood number (i.e., the mass-transfer counterpart of the 
Nusselt number), the Reynolds number, and the pressure-
drop coefficient will now be described. For the Sherwood 
number determination, the first step is to obtain the per-tube 
mass-transfer coefficient, K, from its definition 

K=m/(pnw-p„b) (1) 

in which m is the per-tube mass-transfer per unit time and 
area, and p„w and pnb denote the densities of naphthalene 
vapor at the tube surface and in the bulk airflow. The 
quantity, m, was determined from the measured mass loss, 
AM, due to sublimation from the surface of the naphthalene-
coated cylinder and from the duration, T, of the data run and 
the area, A naph, of the naphthalene surface, so that 

m = AM/TA naph (2) 

In evaluating Amph, account was taken of the slight change in 
the cylinder diameter during the data run. 

The naphthalene vapor density, pnw, was evaluated by a 
two-step process. In the first step, the naphthalene vapor 
pressure at the cylinder surface was calculated from the Sogin 
vapor pressure - temperature relation [7]. Then, the vapor 
density was determined from the perfect gas law. In these 
calculations, it was assumed that the surface temperature of 
the naphthalene coating was equal to the temperature of the 
air passing through the tube array. The general validity of this 
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Fig. 6 Per-tube ratio of the maldistribution-affected Sherwood number 
to that for uniform inlet flow, Re = 850 

assumption was ensured by the equilibration period which 
preceded each data run. 

There are, however, two possible causes of a small tem
perature difference between the surface and the air. The first 
is related to the fact that the latent heat of sublimation must 
be supplied to sustain the mass-transfer process and, if the 
heat were supplied by the airstream, a temperature difference 
must exist. The maximum possible difference due to this 
process was calculated to be 0.09°C. The second possible 
cause of temperature difference arises from the fact that the 
airstream thermometer measures the stagnation temperature 
while the naphthalene surface is at the recovery temperature. 
For a recovery factor of 0.8, the maximum difference between 
the stagnation and recovery temperatures was found by 
calculation to be 0.044°C. The maximum temperature dif
ference due to the aforementioned causes is about 0.13°C, 
which corresponds to a maximum uncertainty of 1.3 percent 
in the results. This uncertainty was judged to be tolerable. 

Once the mass-transfer coefficient is evaluated from 
equations (1) and (2), it may be recast in dimensionless form 
in terms of the Sherwood number, Sh 

Sh = KD/T) (3) 

where D is the tube diameter and 35 is the naphthalene-air 
diffusion coefficient. The latter may be eliminated by taking 
note of the definition of the Schmidt number Sc, which is the 
mass-transfer counterpart of the Prandtl number. Since 
Sc= c/SD, equation (3) becomes 

Sh = (KD/y)Sc (4) 
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in which v is the kinematic viscosity of air, and Sc = 2.5 for 
naphthalene diffusion in air. 

The Reynolds number definition used to characterize the 
experiments is that which is standard for tube banks. If w is. 
the rate of airflow through the array and Amin is the minimum 
free-flow area between tubes, then pV= w/Amin and 

Re = pKD//i=wZ)/>4min (5) 

Attention will be now be turned to the analogy between heat 
. and mass transfer. For heat transfer in a tube bank, it is 

customary to correlate data in the form 

Nu = CRe'"Pr" (6) 

For mass transfer in a geometrically similar tube bank, the 
mass-transfer counterpart of equation (6) is 

Sh = CRe'"Sc" (7) 

where the quantities C, m, and n are the same in equations (6) 
and (7). Thus, 

Nu = (Pr/Sc)"Sh (8) 

which enables the Sherwood number results to be transformed 
to Nusselt numbers. 

The theoretical basis of the analogy is set fourth in [8]. An 
experimental verification will be presented shortly. In view of 
the analogy, heat-transfer and mass-transfer terminology will 
be used interchangeably. 

For the presentation of the pressure drop results, the 
quantity Ap is defined as 

Ap=p„-p{x) (9) 

where p„ is the pressure upstream of the test section andp(x) 
is the pressure at an axial station x. A dimensionless 
presentation may be attained by the ratio 

Ap/YipV2 (10) 

with pV2 = vv2/py4j,in, and p is the average density in the test 
section. For comparisons with the literature, a friction factor 
will be defined later. 

Results and Discussion 

Heat-(mass-)transfer results for uniform inlet flow. The 
results to be reported first are those corresponding to a 
uniformly distributed inlet flow. These results will be com
pared with appropriate heat-transfer results from the 
literature with a view both to confirming the validity of the 
heat- and mass-transfer analogy and to demonstrating the 
propriety of the experimental apparatus and technique. 
Subsequently, the uniform-inlet-velocity results will be used 
as a baseline for comparisons with the results for the 
maldistributed inlet flow. 

Figure 4 shows a comparison of the present uniform-inlet-
flow results with those of the literature, with the Sherwood 
number plotted as a function of the Reynolds number. 
Comparisons are made both for the first-row Sherwood 
numbers and for the fully developed Sherwood numbers (the 
fully developed regime will be elaborated upon shortly). 

To represent the heat-transfer literature, the widely quoted 
tube-bank correlations of Grimison [9] and Zukauskas [12] 
will be used. Grimison's correlation is based on air data 
(Pr = 0.7), and it has become customary to scale his results to 
other Prandtl (or Schmidt) numbers by a Pr'/3 (or Sc'/3) factor 
(e.g., [10]). Thus, using equation (8), Grimison's Nusselt 
numbers were converted to Sherwood numbers by the relation 
Sh = (2.5/0.7)'/!Nu. Both of the correlations are applicable to 
the fully developed regime, and for the thermal entrance 
region it is standard to use the Kays-Lo correction factors [11] 
(cited in all heat-transfer texts, e.g., [10]), as was done here. 
In addition, the stated range of the Grimison correlation is 

Re > 2000. Consequently, short dashed lines have been used in 
the plotting of his correlation for Re < 2000. 

Examination of Fig.4 indicates that the present mass-
transfer data are in excellent agreement with the heat transfer 
literature. Indeed, the deviations between the data and the 
correlating lines are much less than the scatter of the heat-
transfer data on which the correlations are based. The 
remarkable agreement evidenced in Fig. 4 confirms both the 
heat-mass transfer analogy and the present experimental 
technique. 

Attention is now turned to the row-by-row variation of the 
per-tube Sherwood number. This information is conveyed in 
Fig. 5 for the three Reynolds numbers for which nonuniform-
inlet-flow results will be presented later. These Reynolds 
numbers are equally spaced logarithmically over an order of 
magnitude. The figure shows the expected increase of the 
Sherwood number in the initial rows, as the turbulence 
spawned by the tubes themselves enhances the mass (heat) 
transfer in downstream rows. However, a periodic fully 
developed regime soon sets in wherein the fluid flow about 
each tube is the same from row to row. As a consequence, the 
Sherwood number becomes a constant, independent of the 
row number. 

For the higher Reynolds numbers, row-independent 
Sherwood numbers are in evidence in the third and subsequent 
rows, while for the lowest Reynolds number thermal 
development was achieved at the fourth row. These 
development lengths reflect the rapidity with which the 
velocity field attains its periodic fully developed regime. The 
horizontal lines threaded through the fully developed data 
represent average values, respectively equal to Sh = 28.8, 58.3, 
and 118 for Re = 850, 2750, and 8400. 

The final matter to be considered with respect to the 
uniform-inlet-flow experiments is the spanwise uniformity of 
the Sherwood numbers in any given row, and Table 1 has been 
prepared in this connection. The table shows the per-tube 
Sherwood numbers at each of the six tubes that are deployed 
across the span of the eighth row, respectively for Re = 850, 
2750, and 8400. Relative to the respective averages, the data 
scatter by 1-2 percent, which is the estimated accuracy of the 
results. Furthermore, there is not a consistent pattern in the 
observed spanwise variations, which suggests that wall ef
fects, if present, are very small. Within the scatter of the data, 
it is believed that the data can, for practical purposes, be 
regarded as spanwise uniform. 

Heat-(mass-) transfer results for maldistributed inlet 
flow. As discussed earlier, the flow maldistribution studied 
here was created by a blockage which closed off half the inlet 
cross section, as illustrated in Fig. 2. The presence of the 
maldistribution destroyed the spanwise uniformity that had 
existed for the unblocked case, necessitating separate mass-
transfer measurements for each tube in a given row. Such 
measurements were made for each tube in the first eight rows 
and for the tubes of the twelfth row, all for Re = 850, 2750, 
and 8400. 

The results will be presented in a format which provides an 
immediate visual image of the effects of the maldistribution. 
To this end, the Nusselt (Sherwood) number at a given tube in 
the presence of the flow maldistribution is ratioed with the 
uniform-inlet-flow Nusselt (Sherwood) number at the same 

Table 1 Spanwise Sherwood number distribution in the 
eighth row 

Spanwise position 
Re ~1 2 3 4 5 6~ 

850 28.7 28.5 29.0 28.8 29.0 28.2 
2750 57.8 58.5 58.4 59.4 59.3 56.9 
8400 117 119 118 118 119 118 
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Fig. 7 Per-tube ratio of the maldistribution-affected Sherwood number 
to that for uniform inlet flow, Re = 2750 
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Fig. 8 Per-tube ratio of the maldistribution-affected Sherwood number 
to that for uniform inlet flow, Re = 8400 

tube. These ratios have been recorded adjacent to each tube in 
a top-view layout of the array. The respective layouts for 
Re = 850, 2750, and 8400 are presented in Figs. 6-8. The 
blocked portion of the inlet cross section is also indicated in 
these diagrams. 

In assessing the results of Figs. 6-8, it should be noted that 
a Nusselt number ratio in excess of one indicates a local 
enhancement - that is, higher per-tube heat transfer for the 
maldistributed flow than for the uniform inlet flow. Con
versely, a ratio that is less than one indicates a 
maldistribution-related reduction in heat transfer at the tube 
in question. 

From an overall examination of the figures, a number of 
common characteristics can be identified. First of all, it 
appears that ratios in excess of 1 are more in evidence than 
those below one so that, on the whole, the maldistribution 
tends to enhance the heat transfer at a given Reynolds number 
(the ramifications of this finding will be explored in the 
Concluding Remarks section of the paper). The most 
significant enhancements occur at tubes situated in the first 
several rows in the corridor downstream of the open portion 
of the inlet. However, enhancement also occurs at tubes that 
are adjacent to this corridor and which, geometrically 
speaking, are behind the blockage. Heat-transfer degradation 
(ie., ratios significantly lower than unity) is confined to a 
narrow alley that is behind the blockage and adjacent to the 
side wall of the duct. This alley terminates at the sixth row. 

The greatest enhancement takes place at the tube situated in 
the middle of the first row. This tube, which is half shielded 
by the blockage, is washed by eddies which are generated by 

the sharp edge of the blockage plate. It is these eddies that are 
responsible for the high transfer coefficients. Aside form the 
60-80 percent enhancement at the first-row middle tube, the 
highest enhancements, those in the inlet corridor, are in the 
30-40 percent range. The greatest reduction, about 50 per
cent, consistently occurs at the wall-adjacent tube in the 
fourth row (not in the behind-the-blockage corner region, as 
might have been expected). 

The relatively high heat-transfer coefficients that are in 
evidence in the inlet corridor are caused by the high velocities 
which result from the channeling of the flow by the blockage. 
Owing to the inability of the flow to turn sharply as it passes 
the blockage plate, there is a separated region behind the 
blockage which is responsible for the zone of relatively low 
coefficients. 

With increasing downstream distance, the heat-transfer 
coefficients generally tend toward their values for the 
uniform-inlet-flow situation, as witnessed by the proliferation 
of ratios in the neighborhood of unity. However, in the 
downstream rows (i.e., rows seven and eight), a modest 
spanwise nonuniformity emerges whose cross-sectional 
variation is opposite to that of the spanwise nonuniformity 
which prevails in the upstream rows. Specifically, lower 
coefficients occur in the unblocked corridor and higher 
coefficients occur behind the blockage. (This finding, initially 
unexpected, provided the impetus for the spanwise ex
ploration reported in Table 1 for the case of the uniform inlet 
flow.) 

The aforementioned reversal in the trend of the spanwise 
variation reflects the tendency of the fluid to move trans-
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versely from the inlet corridor into the downstream portion of 
the region behind the blockage. This transverse flow creates a 
modest downstream maldistribution which has a high-to-low 
velocity variation that is opposite to that at the inlet. The data 
for the twelfth row indicate that this secondary 
maldistribution is beginning to wane for the lower Reynolds 
numbers, as evidenced by the approach toward more uniform 
values of the heat-transfer coefficient. At the highest 
Reynolds number, the secondary maldistribution has not yet 
begun to abate. 

The foregoing discussion naturally leads to a consideration 
of the number of rows of the heat exchanger that are affected 
by the presence of flow maldistribution at the inlet. If the 
threshold of significant maldistribution-related effects is 
defined as a ten percent change in the heat-transfer coef
ficient, then the influence of the maldistribution is seen to 
extend through the first seven rows of the heat exchanger. 
Lesser effects, at the 5 percent level, persist at least as far as 
the twelfth row. 

Although the results for the various Reynolds numbers 
display common trends, there are differences in detail. One of 
these is the slower development and subsequent slower 
disappearance of the aforementioned secondary 
maldistribution at higher Reynolds numbers. In addition, at 
lower Reynolds numbers, there is an overall trend toward 
lesser reductions in the heat-transfer coefficient in the wall-
adjacent region behind the blockage. 

If per-row average values are calculated from the ratios 
displayed in Figs. 6-8, it is found that for all rows (except for 
a few 0.98-0.99 values for downstream rows), the row-
average coefficient for the maldistributed flow exceeds that 
for the uniform flow. This finding offers quantitative 
testimony of the enhancing effect of the maldistribution on 
heat transfer (at a fixed Reynolds number). The first-row 

average is the highest among the various row averages for 
each Reynolds number, respectively equal to 1.30, 1.25, and 
1.16 for Re = 850, 2750, and 8400. The percentagewise greater 
enhancement for the lower Reynolds number is not unex
pected. 

Pressure drop and friction factor. A knowledge of the 
pressure drop is a necessary input for heat-exchanger design 
and is of particular interest when the flow is maldistributed. 
The present approach to the determination of the pressure 
drop is much more detailed than that commonly employed for 
heat exchangers. In the conventional approach, the overall 
pressure drop is measured by taps situated fore and aft of the 
exchanger, and entrance and exit losses are calculated and 
subtracted away in order to obtain the pressure loss in the 
exchanger proper. In the present experiments, the pressure 
distribution within the heat exchanger is measured, and no 
corrections need be made. 

The pressure distribution along the tube bank, plotted as 
Ap/VipV2, is presented in Fig. 9, where Ap = (pO0-p(x)), 
and the velocity head VipV1 is evaluated as indicated im
mediately following equation (10); p x is the pressure up
stream of the test section. The data for the unblocked-inlet 
case are shown in the lower part of the figure, while those for 
the maldistributed inlet flow are plotted in the upper part of 
the figure. For each flow configuration, data are presented 
for Re = 850, 2750, and 8400. 

Attention may first be focused on the results for the un
blocked inlet. As seen in the figure, the pressure distribution 
in the array is linear for all of the Reynolds numbers in
vestigated (the flat portion of the distribution which follows 
the linear portion corresponds to the open duct downstream 
of the array). The linearity of the pressure distribution shows 
that fully developed conditions are established very near the 
inlet of the array. The fact that Ap/'ApV2 depends on the 
Reynolds number indicates that inertial losses, for which 
Ap~ VipV2, are not the sole contributor to the pressure drop, 
so that skin friction must also play a role. 

To compare the present results with the literature, friction 
factors were evaluated from 

f=(-dp/dN)/ViPV2 (11) 

where dp/dN, the pressure drop per row, is the slope of the 
least-squares straight line passed through the data. These 
friction factors are compared with those of Zukauskas [12] in 
Table 2 (only two significant figures could be read from 

Table 2 Comparison of friction factors 
/ 

Re Present [12] 
850 

2750 
8400 

0.456 
0.433 
0.362 

0.48 
0.42 
0.36 

the graphical presentation of [12]). The agreement evidenced 
by Table 2 is remarkable, especially in view of the 
aforementioned differences in the experimental techniques 
employed. 

Turning next to the blockage case, Fig. 9 shows that the 
presence of the maldistribution is felt up to about the sixth 
row. A modest pressure recovery is experienced by the flow 
after passing the blockage plate, as reflected by the negative 
slopes of the initial data points. Beyond the sixth row, a linear 
pressure variation is established. To examine this linear 
region, the slopes for the unblocked case have been trans
posed to the blocked case, and a good fit is found to prevail. 
This means that the fully developed friction factors for the 
blocked case are the same as those for the unblocked case 
listed in Table 2. However, it is evident from Fig. 9 that a 

698/Vol. 104, NOVEMBER 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



knowledge of the fully developed friction factor is not suf
ficient to describe the overall pressure drop for the blocked 
case. Rather, account must be taken of the maldistribution-
related incremental pressure drop. This incremental pressure 
drop is, in effect, an inlet loss. When the fully developed 
regime is attained (downstream of the sixth row), the in
cremental pressure drop is about 2Vi velocity heads at all 
three Reynolds numbers investigated. 

Concluding Remarks 

The work reported here is, seemingly, the first systematic 
experimental study of the effect of inlet-section flow 
maldistribution on the heat-transfer and pressure-drop 
characteristics of a heat exchanger. The maldistribution was 
created by a partial blockage of the inlet cross section. An 
inlet-section blockage of 50 percent was used in the ex
periments, giving rise to severe channeling of the airflow 
entering the heat exchanger. As noted in the Introduction, a 
myriad of specific maldistributions are encountered in 
practice, and it cannot be expected that the results for the type 
of maldistribution investigated here will be universally ap
plicable. This suggests the need to study the effects of other 
generic types of maldistributions. The present results do, 
however, provide insights into effects of maldistribution that 
were heretofore unknown. 

One finding of particular interest is that for a given 
Reynolds number (i.e., given rate of mass flow through the 
heat exchanger), maldistribution can lead to an overall 
enhancement of the heat transfer. On the other hand, as 
documented in the presentation of results, the maldistributed 
flow suffers a higher pressure drop at the given Reynolds 
number. Whether or not these characteristics lead to a net 
enhancement or degradation of heat exchanger performance 
depends on the conditions under which the system is to be 
operated. For example, in certain instances, the pressure drop 
may not be a critical factor or, in other instances, the heat-
exchanger-related pressure drop is a small part of the overall 
system pressure drop. In such cases, it would appear that if 
the Reynolds number can be maintained despite the higher 
pressure drop, the overall heat-transfer capability of the 
exchanger may be greater for a maldistributed flow than for a 
uniformly entering flow. 

If, on the other hand, the higher pressure drop associated 
with the maldistributed flow requires a reduction in the rate of 
airflow, the heat-transfer capabilities may be degraded. In 
general, a definitive judgment about the net effect of 
maldistribution depends on the conditions under which the 
two types of flow (i.e., maldistributed and uniform) are 
compared. Such conditions may include fixed pumping 
power, fixed pressure drop, fixed heat duty, fixed blower 
curve, etc. In light of the foregoing, one of the important 
outcomes of the present research is that a snap judgment 

should not be made that maldistribution always degrades the 
performance of a heat exchanger. 

One of the features of the present experiments is that only 
one of the cylinders in the array participated in the heat (mass) 
transfer process. It is relevant to consider how the heat-
transfer coefficients obtained from such a one-at-a-time 
heating condition compare with those for the case where all 
cylinders are heated. If there is thorough mixing of the fluid 
between rows such that the fluid temperature becomes 
homogenized, the coefficients for the all-cylinders-heated case 
will be essentially identical to those for the one-at-a-time 
heating condition. The comparison of the present no-blockage 
fully developed coefficients with all-cylinders-heated 
literature information (Fig. 4) affirms this assertion. It is the 
belief of the authors that the results presented here do not 
significantly differ from those for the all-cylinders-heated 
case. 
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Developing Heat Transfer in 
Rectangular Ducts With Staggered 
Arrays of Short Pin Fins 
Streamwise heat transfer variation, overall array heat transfer, and overall flow 
friction behavior are presented for large aspect ratio ducts containing uniformly 
spaced staggered arrays of circular pin fins which span the entire duct height. The 
array geometries investigated have short pin heights (length-to-diameter ratio of 1) 
and moderate spanwise (transverse) and streamwise (longitudinal) pin spacings 
(pitch-to-diameter ratios of 1.5 and 2.5). Such staggered array geometries are 
typical of applications found in internally cooled gas turbine engine airfoils. The 
uncovered duct walls comprise a substantial fraction of the total heat transfer area. 
Ten pin rows in the streamwise direction are utilized in all the experiments, with a 
segmented construction allowing determination of spanwise-averaged heat transfer 
coefficients resolved to a single row spacing in the streamwise direction. Com
parisons are made with results of prior studies which are mainly restricted to flow 
normal to banks of circular cylinders with long length-to-diameter ratios. 

Introduction 

Heat transfer associated with flow normal to arrays of 
circular cylinders has been the subject of extensive in
vestigation in the past because of its importance in a wide 
variety of heat exchanger applications. Much of the prior 
work is restricted to flow normal to banks of cylindrical tubes 
where the tube length-to-diameter ratio is very large. In such 
cases virtually all of the heat transfer area is on the cylindrical 
surfaces of the tubes themselves. The heat transfer rates on 
the bounding duct walls (end walls) and the end-wall effects 
on the tube surface heat transfer adjacent to the walls are 
unimportant. The very early experimental work for this long 
tube array case is represented by that of Jacob [1] and 
Grimison [2]. Much of the work up to 1972 is summarized in a 
review article by Zukauskas [3]. Heat transfer coefficients in 
the long tube arrays are observed to increase in the streamwise 
(longitudinal) direction through the third to fifth row and to 
remain constant thereafter. 

Another extensive group of prior work is concerned with 
compact heat exchangers of the plate fin type, where flow 
normal to tube arrays is constrained between closely spaced 
thin plates attached to the tubes. A recent review of this 
literature has been given by Webb [4]. The tube lengths ex
posed between adjacent plates are generally from one-tenth to 
one-half the tube diameter. As opposed to the unfinned long 
tube arrays, most of the heat transfer area is on the plates, 
rather than on the tubes themselves. Rich [5, 6] reported 
overall average heat transfer and friction characteristics for 
arrays containing from one to six streamwise tube rows. 
Overall average heat coefficients were found to be insensitive 
to plate spacing and lower than those reported for long 
cylinder arrays. For a four row array with exposed tube length 
equal to 0.132 D, heat transfer coefficients decreased in the 
streamwise direction at low Reynolds numbers and increased 
in the streamwise direction at higher Reynolds numbers. 
Saboya and Sparrow [7, 8] present more detailed studies of 
the local heat transfer coefficient variations for exposed tube 
lengths equal to 0.193 D, but their work is confined to only 
two streamwise rows of tubes. 

In recent years, arrays of intermediate length circular 
cylinders have been utilized extensively in internally cooled 
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gas turbine engine airfoils. The cooled passage height inside 
the airfoil is small; manufacturing constraints dictate a pin 
length of the order of one diameter. In these applications, a 
significant fraction of the total heat transfer area still is 
composed of the end-wall area. Theoclitus [9] measured array 
average heat transfer and flow friction characteristics for pin-
fin arrays with length-to-diameter ratios from 12 down to as 
short as 4. In general the average heat transfer rates reported 
are all lower than those expected for long cylinder arrays and 
are slightly lower for short pins (HID = 4) than for long 
(HID =12). Damerow et al., [10] covers arrays in the range 2 
< HID < 4, but the results are restricted to flow charac
teristics only. No consistent effect of HID on flow friction 
was observed in either [9] or [10]. 

A recent study by VanFossen [11] presents heat transfer 
results for several staggered configurations of HID = 0.5 and 
2.0 pin arrays similar to those used in the present study. All 
arrays in [11] consist of four rows of pins in the streamwise 
direction, and only heat transfer rates averaged over the entire 
four row array were determined. Brown et al., [12] has 
presented heat transfer results for array configurations which 
model quite specifically an application to the trailing edge 
internal cooling of turbine airfoils. In this study, the cooled 
channel converges, and each pin row in the streamwise 
direction has a different length-to-diameter ratio as well as a 
different mass flux. Even though heat transfer is resolved to 
individual rows, the large number of parameters involved, 
coupled with relatively high experimental uncertainties, make 
the results difficult to generally interpret. Sparrow et al., [13, 
14], present performance on a row-by-row basis for short 
pins, but only the pin surface transfer rates were determined 
and the pins did not extend across the entire duct height. 

The present study was initiated with the objective of in
vestigating the character of the streamwise row-by-row 
variation of heat transfer in a constant cross sectional area 
duct with uniform full span short pin arrays. Ten spanwise 
(transverse) rows of pins in the flow direction were used in all 
tests with the intent of establishing both the trend and 
magnitude of the streamwise development of heat transfer. 

Experimental Apparatus and Procedures 

Figure 1 shows schematically the test section arrangement. 
Each test geometry consists of individual pin row segments 
and complementary guard, insulating, and duct segments. 
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The segments are stacked together in a support and alignment 
fixture to form the ten row array as indicated in the figure. 
Two staggered array geometries were fabricated and tested: 
S/D = 2.5, XID = 2.5, HID = 1.0, and SID = 2.5, XID = 
1.5, HID = 1.0. Pin diameters were uniform for each ten row 
array at 0.508 cm for the X/D = 2.5 case and 0.846 cm for 
the XID = 1 . 5 case. 

Each separate segment consists, as depicted in Fig. 2, of an 
upper and lower copper bar with one row of pins connected by 
means of an interference fit. The copper bars are 0.635-cm 
thick in the pedestal axis direction which provides excellent 
spanwise temperature uniformity over the test conditions 
used. Preliminary testing was done early in the apparatus 
design phase with two sample segments; one fabricated with 
interference fit, the other with brazed attachment of the pins. 
In both cases the mating holes were drilled entirely through 
the bars to maximize the contact area. These preliminary tests 
indicated that the contact conductance between pin and end-
wall was more consistent pin-to-pin with the interference fit 
fabrication. The relatively poorer performance of the brazed 
assembly could probably have been improved upon; but since 
the interference fit contact was adequate and produced a 
cleaner element, it was selected. Assembly of the pins in the 
segments was carried out with precision jigs machined for the 
purpose with heat applied to the end-wall pieces and 
precooling of the pins to reduce the interference during 
assembly. 

The side walls of the channel are formed by basswood 
blocks bonded with epoxy to the copper bars to reduce 
conduction losses through the ends of the bars. Acrylic plastic 
inserts are used to provide an erosion resistant material in 
contact with the flow and to provide a means for locating a 
clean, small diameter (0.16-cm) hole at the side wall for 
pressure measurements. 

The basswood side walls are in turn bonded to aluminum 
blocks at the outboard ends. The purpose of these outer parts 
of the segments is to provide an accurately machinable and 
wear-resistant surface for precisely stacking the individual 
segments together into a multirow array. The lower, or 
reference, side of each aluminum piece rests on a rail in the 
support and alignment fixture when the array is assembled. 
The reference surfaces were finish-machined after complete 
segment assembly with their positions carefully controlled ( ± 
0.0013 cm for X/D = 2.5, ± 0.0025 cm for X/D = 1.5) with 
respect to the position of the flow sides of the upper and lower 
bars. The resulting assembled duct has very smooth inside 
walls regardless of inaccuracies in original machining or 
bonding. 

The upper and lower copper bars of each segment are 
heated individually through the use of commercially available 
foil heaters bonded to their outer surfaces. Each of the 
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Fig. 2 individual segment details 

twenty-four heaters (including guard segments) are in
dividually controlled with autotransformers. The upstream 
and downstream guard segments are identical to the pin 
segments in construction details, except for the absence of 
pins. Additional basswood segments are installed upstream 
and downstream of the guard segments to further reduce heat 
conduction from the test section to the aluminum entrance 
and exit sections. The entrance and exit sections extend the 
test section duct height (H) and width (12.7 cm) an additional 
12.7 cm upstream and 7.62 cm downstream. Not shown for 
reasons of clarity in Fig. 1 is the approximately 10-cm thick 
balsa insulation placed around the segments to reduce heat 
loss to the laboratory. 

Except for duct height and pin diameter, the construction 
details and dimensions of both the XID = 1.5 assembly and 
the X/D = 2.5 assembly are identical. The necessity of good 
thermal contact between pin and endwall precluded an ad
justable or interchangeable design. All twelve heated segments 
with associated duct pieces of the X/D = 1.5 configuration 
were duplicated for the X/D = 2.5 configuration. 

Each of the test segments is separated from adjacent 
segments by low conductivity 0.079-cm thick plastic spacers. 
The copper test segments are each 0.079 cm less than 1.27-cm 
wide in the streamwise direction so that the pin rows have 
1.27-cm center-to-center spacing in this direction. This is the 
case for both the XID = 1.5 and 2.5 configurations. These 
spacers are fabricated in one piece using special jigs designed 
for the purpose so that channel height accuracy consistent 
with the segments themselves is achieved. These plastic 
spacers are bonded to the downstream side of each segment, 

N o m e n c l a t u r e 

A = 
cp = 

D = 
f = 

h = 

H 
in 
N 

Nu 

heat transfer area 
fluid constant pressure Nu 
specific heat 
pin diameter 
friction coefficient, = Nu! 
AP/(2 pVLxiV) 
convective heat transfer 
coefficient, see equation 
(1) 
pin height, channel height 
mass flow rate 
number of pin rows in 
streamwise direction 
segment Nusselt number, Re 
hD/k 

= average array Nusselt 
number over all ten pin 
rows 

= average Nusselt number 
over first four pin rows 

p = pressure 
Ap = pressure drop across array 
Pr = Prandtl number 

q = convective heat transfer 
rate 

Re = local Reynolds number, 
see equation (3) 

; average of local segment 
Reynolds numbers 

s 

t„ 

tret 
t„ 

u 
max 

X 

V-
p 

= pin spacing in spanwise 
direction 

= bulk temperature, see 
equation (2) 

= reference temperature 
= heat transfer surface 

temperature 
= zero heat flux surface 

temperature 
= velocity in the minimum 

free flow area 
= pin spacing in streamwise 

direction 
= fluid dynamic viscosity 
= fluid density 
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again using a separate special jig to insure accurate alignment 
and avoidance of transverse ribs or depressions at the spacer 
location in the assembled array. 

Typical thermocouple placements are also indicated in Fig. 
2. Most segments have four thermocouples placed as shown to 
provide redundancy in the event of failure. Some of the 
segments have additional thermocouples placed near the 
outboard edges of the copper pieces to verify the spanwise 
temperature uniformity. All thermocouples are copper-
constantan with insulation left intact down to the welded 
bead. Beads were located at the center of the copper bar cross 
section and are held in place with either solder (X/D = 2.5) or 
epoxy {XID = 1.5). Figure 2 also indicates the position of 0-
ring grooves which are machined into the upstream face of 
each assembled segment. After stacking of all segments 
together on the supporting structure, the 0-rings are com
pressed in the streamwise direction until the plastic spacers 
contact the adjacent segments. This seals the flow channel 
against air leakage in all directions. 

A rectangular cross-section plenum chamber containing 
screens to settle the flow is located upstream of the entrance 
duct. Pressure taps are located in the plenum, and in the 
entrance and exit ducts in both the streamwise direction and 
across the duct span. These pressure lines as well as lines from 
the side wall taps in the segments are routed through a motor-
stepped scanning valve to common water or mercury 
manometers. 

Acquisition of thermocouple and heater power information 
is accomplished with a digital data logger used in conjunction 
with a CRT display to assist in setting desired temperature 
boundary conditions on the test segments. Heating element 
resistance is a function of heater temperature, and heater 
power is accurately determined by measuring both the voltage 
drop across and current through the individual heaters. A 
rotary stepping switch is used to sequentially switch the in
dividual heater circuits into a measuring configuration where 
the voltage drop across a calibrated 0.01 percent resistor is 
used to determine the heater current. Heater current and 
voltage measurements are conditioned by a solid state a-c/d-c 
converter. 

Air supply is provided by either of two available laboratory 
supplies, depending on the flow rate required. Both com
pressor installations are provided with dryers and filters, and 
flows are measured with orifice installations constructed to 
ASME standards. Further details of the apparatus con
struction are available in [15]. 

All testing is carried out at steady-state conditions and 
utilizes the segment temperatures and heater power 
measurements to determine the average convective heat 
transfer rate for each of the ten pin/end-wall segments. In all 
cases an isothermal wall boundary condition is used where the 
individual heaters are adjusted to equalize all the segment 
temperatures. In a typical test, steady isothermal conditions 
are achieved on all segments, including the guards, to within 
±0 .1" C. 

For a given flow rate and array configuration, two different 
power levels are used, corresponding to segment temperatures 
approximately 6° C and 12° C above the duct flow bulk 
temperature. In a few cases a third power level resulting in 
temperature differences of approximately 25 ° C was used as 
an additional check. For each segment, the heat transfer 
coefficient is defined in terms of the convected portion of the 
supplied heater powers and the difference between the 
segment temperature and an appropriate reference tem
perature: 

The heat transfer coefficients are determined as the slope of 
a least-squares linear fit to the data obtained from the two 

power level runs. For each power level, q is the sum of both 
top and bottom segment heater powers, corrected for con
duction losses from the back and ends of the segments and for 
intersegment conduction across the insulating spacers. 
Separate auxiliary experiments have been conducted to 
determine both of these correction terms, and they are both 
generally small. The close segment-to-segment temperature 
uniformity maintained in the tests insures a negligible in
tersegment conduction correction. The backside and end loss 
ranges from less than 1 percent of the heater power input (at 
high flow rates) to 6 percent (at the lowest flow rates.) For all 
of the results reported here the heat transfer area, A, is the 
actual copper surface area (pin + end wall) exposed to the 
flow. 

The appropriate fluid reference temperature used in all the 
present results is the streamwise local bulk average tem
perature which takes into account heat addition to the flow at 
upstream segments. This deserves special mention here since 
the relatively small temperature differences used as driving 
potentials require that care be taken to establish a proper 
reference temperature. 

The local bulk average temperature, tb, as a function of 
streamwise position in the array is determined in the present 
experiments from an energy balance. In the absence of kinetic 
and dissipative effects, tb at a given duct location is equal to 
the duct inlet temperature plus the rise caused by upstream 
heat addition. However, flow velocities in the present tests, 
especially at high Reynolds numbers, are high enough to cause 
variations in tb in the streamwise direction even in the absence 
of surface heat transfer. The bulk temperature tends to 
decrease in the flow direction because of these effects, but this 
component of the tb change is independently measurable in 
the present tests. To measure this component a separate test 
run was conducted without heater power for each flow 
condition. Without power applied to the heaters, the in
dividual segments come to thermal equilibrium with the flow 
at that location and thus the segment temperatures at this 
condition, tZti, are a measure of the local bulk temperature 
variation. 

The bulk temperature for use with the ith segment tem
peratures for the heated runs is calculated as the sum of this 
effect and the upstream heat addition: 

'w^w+L-^- (2) 
y=* mcP 

Over the time period required to obtain the three sets of 
steady-state temperatures and heater powers there is usually a 
slight drift in the supply plenum temperature associated with 
changes in outside air temperature. Compensation is made by 
adjusting all zero power temperatures to match the plenum 
temperature present during the heated run. 

Fluid properties are evaluated locally at the arithmetic 
average of the segment and bulk temperatures. For the small 
temperature differences used, these property variations are 
small: differences in Reynolds number through the array are 
typically less than 0.5 percent, and Reynolds number 
variations between two heated runs are typically less than 2 
percent. Reynolds numbers used in the presentation of results 
are the average of the local values of both heated runs. All 
Reynolds numbers are based on pin diameter and velocities 
calculated using the minimum flow area 

Re = PFmaxJD/M (3) 

Results 

Extraordinary care was exercised during the fabrication of 
the individual segments to insure attainment of smooth duct 
walls in the assembled array. Nevertheless, small but 
inevitable differences between segments imply some 
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assembled duct roughness, depending on the order of stacking 
of the segments. In all cases this roughness is very slight 
(0.002 cm or less), but careful measurements were made and 
recorded when the element reference surfaces were machined 
so that the stacking could be ordered to produce a minimum 
roughness channel. 

It was thought desirable to repeat some tests with different 
stacking orders as assurance that determination of the 
streamwise heat transfer variation of interest does not reflect 
consistent errors coupled to the particular segment order 
used. For this reason two test series were made with the X/D 
= 2.5 configuration, one where the segments were stacked to 

give the channel with the minimum possible roughness, and a 
second series with stacking to give a channel with the 
maximum possible roughness. 

Figure 3 presents a comparison of the minimum and 
maximum roughness^ results for three cases which have nearly 
identical values of Re. The correspondence between the two 
sets is quite good, and no consistent effect of roughness is 
apparent. Experimental uncertainties for Nu and Re are 
estimated to be ± 5 and ± 0.2 percent respectively, based on 
the methods of Kline and McClintock [12]. The good 
agreement is expected because both assemblies are actually 
quite smooth. Aside from the question of roughness, the 
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agreement displayed in Fig. 3 provides confidence in the 
apparatus. 

Figure 4 displays the segment Nusselt number results for the 
X/D = 2.5 array for seven values of Re from 3.59 X 103 to 
9.35 X 104. Figure 5 presents similar results for the X/D = 
1.5 array from Re = 1.27 x 103 to 98.9 x 104. In all cases 
the trend in variation of Nu with position in the array in terms 
of pin row number is indicated with a dashed line which has 
been sketched to aid in visualizing the results. The general 
trend of all these results is an initial rise in Nu encompassing 
the first three to five rows followed by a subsequent gradual 
decline in Nu through the remainder of the array. 

The first row values from each Reynolds number set for 
both arrays are shown together on Fig. 6. Agreement is within 
experimental uncertainty, which lends further credence to the 
adequacy of the experimental methods and data reduction 
procedures. The results, which are a combination of both end 
wall and pin heat transfer, are significantly below the 
corresponding long cylinder [3] values over most of the 
Reynolds number range of interest. Like the long cylinder 
case, the present results exhibit a greater dependence on 
Reynolds number in the higher Reynolds number range. The 
results are well represented by two least squares fits 

and 

Nu = 0.140 Re0-611 for 103<Re<104 

Nu = 0.022 Re0813 for 104<Re<105 

(4) 

(5) 
The rise in Nu through subsequent downstream rows is in 

keeping with trends observed in the previous long cylinder 
bank cases. No evidence of the contrary trends reported in [6] 
for H/D = 0.132 is seen. Zukauskas [3] reports increases in 
inner row heat transfer in tube banks of 30 to 70 percent over 
that of the initial row, with the higher increases associated 
with smaller X/D. Both of these observations are consistent 
with the present results. 
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For the long cylinder tube bank case, the array entrance 
effects associated with the cylinder crossflow alone appear to 
establish an equilibrium condition at about the third row, and 
Nu values at subsequent rows remain essentially equal to 
those at the third row. The decrease in Nu for the downstream 
segments evident in the present results is different. On the 
average, the difference between the maximum row heat 
transfer and the last row heat transfer is approximately 12 
percent. 
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Figure 7 shows mean Nusselt numbers for the entire ten row 
array as functions of the mean Reynolds numbers. The 
dashed lines are least squares fits to the present experimental 
results 

and 

Nu = 0.069Re0-728 for X/D = 2.5 

Nu = 0.092Re0™7 for X/D =1.5 

(6) 

(7) 

The solid lines are from the recommended correlations for 
inner rows of long cylinder arrays (evaluated at the present Pr 
= 0.72) given in [3] for 103 <Re<2x 105, andSAY<2 

Nu = 0.35(S/AO°-2Rea6Pr0-36 (8) 

For both the array configurations covered, the present 
results indicate lower heat transfer than that expected for long 
cylinders, although the difference is small at the upper end of 
the Re range. This is similar to the comparison for the first 
row only shown in Fig. 6. On the average, the present mean 
Nusselt numbers for X/D = 1.5 are 5-10 percent higher than 
those of X/D = 2.5. This difference is consistent with the 
S/X effect embodied in the long cylinder correlation, 
equation (8). 

The Re dependence of the present results is somewhat 
greater than that of long cylinder arrays. This difference 
seems plausible since the heat transfer through unobstructed 
channels in turbulent flow is usually characterized by a 0.8 
power dependence on the Reynolds numbers, as contrasted 
with the 0.6 power dependence for the cylinders (equation 8). 
In this connection it should be noted that the cylindrical heat 
transfer area on the pedestals comprises only 22 and 35 
percent of the total heat transfer area in the X/D = 2.5 and 
X/D = 1.5 arrays, respectively. 

The recent work of VanFossen [11] is the most appropriate 
reference for comparison of the present results. The average 
heat transfer performance over four rows of staggered pins 
was investigated for two short pin array geometries: half-
diameter long pins set in an equilateral triangular array with 
spacing equal to two diameters, and pins two diameters long 
set in a similar triangular array at four diameter spacing. The 
present segment Nusselt numbers for the first four pin rows 
have been averaged and are presented in Fig. 8. The solid lines 
represent predictions of the four-row averages of the present 
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geometries based on the correlation given in [11]. The dif
ferences observed between the two present array con
figurations is not quite as large as predicted, and the present 
results generally fall slightly below the predictions. Never
theless, the overall agreement is excellent. 

Finally, Fig. 9 shows the corresponding overall friction 
coefficient results for the two nominal array geometries of 
this study. Measurements were made both on the segmented 
test section used for the heat transfer tests, and on a larger 
scale plastic test section mounted in a separate wind tunnel. 
Inadvertently, larger cylinders than desired were fabricated 
for use in the larger scale rig, so the nondimensional spacings 
are smaller than the corresponding heat transfer rig values, as 
listed on the figure. On both rigs, pressure taps in the entrance 
and exit sections upstream and downstream of the array were 
used to establish the overall pressure drop across the ten row 
arrays. The agreement between results from the two rigs is 

Journal of Heat Transfer NOVEMBER 1982, Vol. 104/705 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



reasonably good except at high Re; at the present time the 
latter discrepancy is unexplained. For comparison, Fig. 9 also 
shows the Zukauskas [3] recommendation for long cylinder 
arrays as well as that of Damerow et al. [10]. 

Summary and Conclusions 

The streamwise development of heat transfer through 
regularly spaced staggered arrays of short pin fins has been 
determined for two ten-row arrangements over Reynolds 
numbers spanning approximately 103 -105 . Nusselt numbers 
based on pin and end-wall areas taken together and averaged 
along the pin rows transverse to the mean flow direction are 
resolved to one pin row spacing. The results were obtained 
with small temperature differences and essentially constant 
property conditions. The principal conclusions are the 
following: 

1 The general trend of streamwise development in both 
configurations at all Reynolds numbers is an initial rise in Nu 
encompassing the first three to five rows followed by a 
subsequent gradual decline in Nu through the remainder of 
the array. 

2 The peak row heat transfer tends to occur earlier (third 
row) in the array with the larger streamwise pin spacing (XID 
= 2.5) than in the case of smaller streamwise pin spacing 
(fifth row, XID = 1.5). 

3 Heat transfer in the first row of both arrays is found to 
be identical within experimental uncertainty, but the peak row 
heat transfer is higher for the arrangement with the smaller 
streamwise pin spacing. Average heat transfer over any 
number of pin rows is consequently higher for the smaller 
streamwise pin spacing. 

4 Both first row heat transfer and average heat transfer 
over the entire array are lower than the corresponding long 
cylinder (tube bank) case. The differences are greatest at low 
Reynolds numbers. 

5 Average Nusselt numbers encompassing the first four pin 
rows are in good agreement with the recent four row average 
measurements of [11]. 
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Laminar and Turbulent Boundary 
Layers on Mowing, Nonisothermai 
Continuous Fiat Surfaces 
The heat-transfer characteristics of buoyancy-affected laminar and turbulent 
boundary layers on nonisothermai continuous flat surfaces that move steadily 
through a quiescent ambient fluid are studied analytically. Both cooling and heating 
of the continuous plate which is moving upward or downward in a horizontal, 
vertical, or inclined direction are considered, A mixing length model for the eddy 
diffusivities of momentum and heat based on an extension of the Van Driest model 
is employed in the turbulent boundary layers. Numerical results, such as wall shear 
stress, surface heat-transfer rate, and surface temperature variation, are presented 
for various Reynolds and Grashof numbers for fluids with a Prandtl number ofO. 7, 
for both laminar and turbulent boundary layers. A good agreement is found be
tween the analytical and experimental results for friction factor in turbulent 
boundary layer over an isothermal, continuous moving plate. 

Introduction 

Quite often there exist certain industrial processes involving 
continuous surfaces that move steadily through an otherwise 
quiescent ambient environment for which a correct 
assessment of the axial temperature variation of the material 
is of relevant importance. The heat treatment of materials 
traveling between a feed roll and a wind-up roll or on con
veyor belts, the hot extrusion of steel, the lamination and 
melt-spinning processes in the extrusion of polymers, all 
possess the characteristics of moving continuous surfaces. 

The pioneer work on boundary layers adjacent to moving, 
continuous surfaces was done by Sakiadis [1], Of all the 
works that followed for flat surfaces, all but two were in
volved with laminar boundary layers. The effects of the 
buoyancy forces on such flows however were completely 
neglected with the exception of the relatively recent works of 
laminar flows over isothermal flat surfaces (see for example 
[2]). Also, most of the previous studies on boundary layers on 
such flows have treated the surfaces as either isothermal or 
having a prescribed uniform heat flux. Only Erickson et al. [3] 
and Barnett [4] have considered in their analyses the cooling 
of the surface. Of the two turbulent boundary layer studies, 
the first one by Sakiadis [1], was an analytical study derived 
by assuming a one-seventh power velocity profile. The 
analytical and experimental work of Tsou et al. [5] that 
followed utilized the law of the wall for the turbulent velocity 
field. In both studies, however, the effects of the buoyancy 
force on the momentum balance in the conservation equations 
were neglected. 

In the present study, the effects of the thermal buoyancy 
force on the flow and heat-transfer characteristics are 
examined analytically for a cooled or heated continuous 
nonisothermai flat surface moving in an otherwise quiescent 
fluid. The plate is moving at a constant velocity in a vertical, 
inclined or horizontal direction, either upwards or down
wards. The simultaneous effects of both components of the 
buoyancy force are taken into account. An extension of the 
mixing length model of Van Driest is used to approximate the 
turbulent eddy diffusivities. The steady, two-dimensional, 
boundary-layer equations, along with a differentia! equation 
for the surface temperature variation, are solved by an ef-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
16,1981. 

ficient finite-difference scheme developed by Keller and 
Cebeci [6]. Numerical results are obtained for air (Pr = 0.7) 
with Reynolds numbers based on the thickness of the plate, 
Re, ranging from 0.1 to 50 and buoyancy force parameters, 
Gr/Re2 , from - 10~2 to 10~2 for angles of inclination 7 of 0 
(vertical), 45, and 90 deg (horizontal). 

Analysis 

Consider a continuous flat surface that originates from a 
slot and is moving upward or downward with a constant 
velocity, u0, in an inclined direction through a quiescent 
ambient fluid. Any stretching of the plate and thus reduction 
in the thickness of the material is neglected in the analysis. 
The stationary coordinate frame is attached to the slot with 
the x-axis extending along the midplane of the plate in the 
direction of the motion of the plate, while the .y-axes are 
measured from the top and bottom surfaces of the plate 
normal to each surface (see Fig. 7). The transverse coor
dinates, y, are taken to be positive in the outward direction 
toward the fluid for both flows above and below the plate. 
The sign of the gravitational force then corresponds properly 
to the assigned direction for y. The temperature of the plate at 
the slot (x = 0) is constant and equal to Th whereas the 
stationary ambient fluid is at a constant temperature, T„. The 
fluid properties are assumed to be constant except that the 
density variations within the fluid are allowed to induce 
buoyancy forces according to the Boussinesq approximation. 
In the analysis with relatively high plate velocities, the 
radiation from the plate is neglected. Also, any mass transfer 
in the process is not considered in this analysis. If the width of 
the plate is large compared to its thickness, the governing 
steady boundary layer equations are two-dimensional and can 
be written as 

du dv 

dx ay 
= 0 (1) 

du du . 3 f 
u — +v-— = ±g0snvy — 

dx dy ox J dx h 

3 [ du "1 
{T- Tx)dy±gfcos1(T- Tm)+ — [ («+ em) — J dy 

dT dT 
u— Yv dx dy dy 

r dT 1 

L(tt+e*>irJ 

(2) 

(3) 
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where the conventional symbols are defined in the nomen
clature, 7 is the acute angle of inclination of the continuous 
plate measured from the vertical, and the eddy diffusivities e„, 
and eA, for the momentum and heat-transfer, respectively, 
vanish for laminar flow. The first term on the right-hand side 
of equation (2) represents the streamwise pressure gradient 
induced by the buoyancy force component perpendicular to 
the plate, with the plus and minus signs pertaining respectively 
to fluid above and fluid below the plate. The second term 
represents the streamwise buoyancy force, and its plus and 
minus signs refer to the upward and downward motion of the 
continuous plate, respectively. 

The boundary conditions for equations (1-3) are 

u = u0,v = 0,T=Tw(x) at y = 0 

u = 0,T=Tco, as y-°o (4) 

in which T„{x) is the surface temperature of the plate. If the 
temperature of the continuous plate is uniform across any 
cross section-a valid assumption as verified from Biot 
number calculations later in the results - one obtains from the 
differential heat balance on the plate of thickness, b: 

bks 
d2Tw + bpsCsu0-

dT„ dT 
y = 0 

(5) 
dx2 ' "l"s~s""u dx " dy 

where the subscript, s, refers to the plate properties. Equation 
(5) applies for situations where either the top or the bottom 
surface of the plate is assumed adiabatic (the cooling of 
materials while traveling on conveyor belts). For cases where 
fluid exists simultaneously above and below the plate (the 
lamination process), equation (5) is still applicable for a 
vertical or inclined plate, with the modification that b now 
denotes half the thickness of the plate. With heat transfer 
from both sides of the plate, the equation is only approximate 
when the plate is inclined, since the normal components of the 
buoyancy force act in opposite directions, with respect to the 
transverse coordinates, y. This approximation however is a 
good one, as the results indicate that when 7 = 45 deg, the 
effect of the normal component of the buoyancy force on the 
flow and heat transfer is not significant when compared to the 
effect of the streamwise buoyancy force component. For 
polyvinylchloride (PVC) as the lamination material and air as 
the ambient fluid at an average film temperature of 123 °C, 
the Peclet number for the plate, Pe^ = u0b/as, is of the order 
of 1.7 x 102 Re. For the range of Reynolds number con
sidered in the study 0.1 <Re<50 , the axial conduction in 
equation (5) can be neglected, thus reducing the equation to 

bpsC,u0-
dx 

dT | 

dy l>'=o 
(6) 

with the boundary condition 

Tw(x)=T, at x = 0 (7) 

In the turbulent analysis, a mixing length model proposed 
by Cebeci and Smith [7] is used to determine the eddy dif
fusivities appearing in equations (2) and (3). According to that 
model, the eddy diffusivity for momentum, e,„, for the inner 
and outer layers is given, respectively, by 

e,=/2 
du 

e0 = (0.0755)2 du 

~^y 

for e,<e0 

r for e0 < e; 

(8) 

in which the mixing length is approximated by 

l=0Ay(l-e~y/A) 

and the intermittency factor is given by Klebannof [8] 
6 - 1 - 1 

• - [ ' • " ( * ) ] 

(9) 

(10) 

In an attempt to account for the effects of the buoyancy 
force on the eddy diffusivities, only the buoyancy force 
component perpendicular to the plate is considered here in the 
analysis. Thus, in accounting for the effect of the buoyancy 
induced streamwise pressure gradient, Cebeci's extension of 
the Van Driest model [7] is followed. Thus, the Van Driest 
damping parameter is modified as 

A + v 
A=-

where 

N{\TW\/Py 

A f = ( l - 1 1 . 8 p + )'/ 

andp + for the present study has the form 

P+ = 

v dp 

p dx 

( I r J / p ) 3 

d [°° 
±j>g/3sin7— ( T -

dx Jy 

( I r j / A ) 3 / 2 

Ta)dy 

(11) 

(12) 

(13) 

N o m e n c l a t u r e 

A+ = 
b = 

B = 
Bi = 
C = 

C, = 
C 7 

Cf = 

/ = 

Gr 

Van Driest damping 
factor 
26, damping constant 
thickness or half 
thickness of plate 
empirical constant 
hb/ks, Biot number 
specific heat of fluid 
specific heat of plate 
rw/(pul/2), local 
friction factor 
rw/(pul/2), average 
friction factor 
\l/(x,y)/{vu0x) Vl, reduced 
stream function 
gravitational ac
celeration 
gP(AT) b3/v2, Gras-

Gr, = 

h = 

I = 

NUy 
hof number based on b 

gf3(AT) L3/v2, Gras-
hof number based on 
L 
qw/(Tw-Ta), local 
heat-transfer coef
ficient 

1 [L 

- \ h(x)dx, averageheat-
"transfer coefficient 

thermal conductivity 
of fluid 
thermal conductivity 
of plate 
mixing length 
length of plate 
hx/k, local Nusselt 
number 

Nu = 

P + 

Pe, 

Pr 
Pr, 

Qy> 

Re 

ReL 

hL/k, average Nusselt 
number 

= dimensionless stream-
wise pressure grad
ient 

= u0b/as, Peclet number 
of plate 

= Prandtl number 
= t u rbu l en t P r a n d t l 

number 
= ~k(dT/dy)y=0, local 

surface heat-transfer 
flux 

= uQb/v, R e y n o l d s 
number based on b 

= u0L/u, Reynolds 
number based on L 
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The eddy diffusivity for heat, eh, is evaluated according to 
Cebeci and Smith [7] from the following 

Q, = 
Pr, 

(14) 

(15) 

where the turbulent Prandtl number is given by 

= 0.4[l-exp(-,yA4)] 
r ' 0.44[l-exp(-.)>AB)] 

In equation (15), A is the Van Driest damping factor and B is 
given by 

5 

( I r J / p ) ' ' 
• P r - * E c ( I 0 o g l o P r ) " - (16) 

in which 

C,=34.96,C2=28.79,C3=33.95,C4=6.33,C5 = -1.186(17) 

One of the defects of the mixing-length hypothesis is that 
when the velocity profile goes through a maximum, as it does 
in the present problem, the velocity gradient goes through 
zero inside the boundary layer, thus making em and sub
sequently eh vanish, which is unrealistic. To avoid this dif
ficulty, the em distribution was modified by a "bridging" 
technique suggested by Launder and Spalding [9]. 

The governing system of equations was first transformed 
into a dimensionless form before it was solved numerically. 
To achieve this, one introduces the following dimensionless 
parameters: 

Z(x)=x/b , i)(x,y)=y^Ju0/vx (18) 

M,rj) = ^x,y)/y 6{Z,rj) = (T-T01)/(Ti-T0,) 

where b again denotes the thickness of the plate when either 
the top or bottom surface of the plate is adiabatic or stands 
for half the thickness of the plate when there is heat transfer 
from both top and bottom surfaces of the plate, and i/(x,y) is 
the stream function satisfying the continuity equation with 
u = d\p/dy and v = -d\p/dx. By introducing equations (18) into 
equations (1-4,6,7) one can arrive at the following dimen
sionless system of equations 

[(l + ^ ) / " ] ' + ~ / / " ± 
IGrl 

R e " 
2 (sin7) 

M > + 2 ^ I H (19) 

IGrl 

"Re1" («*,-*•.£-/•-!) 
3? 

[(^>']'+>=</'f-»'f) 
PSCS Pr Re'/!$ 

,, dew = fl'«,0) 
PC d£ 

/(£,0) = 0 , / ' ( £ ,0 )= l , / ' ( £ ,oo ) = 0 

0«,O) = M © , fl(€,°o)=o, M 0 ) = i 

(20) 

(21) 

(22) 

In the foregoing equations, the primes stand for partial 
differentiation with respect to ry, Pr is the Prandtl number, 
and Gr and Re are the Grashof and Reynolds numbers 
defined respectively by 

g/3(A7)T>3 u0b 
Gr = , Re = (23) 

where AT= T, - Tx for fluid above the plate and AT= Ta -
Tj for fluid below the plate. In equations (19-22), 
8w(£)=[Tw(x) -7 ,

0 o ] / ( r , -7 ,
0 O ) is the dimensionless surface 

temperature distribution, and the dimensionless property 
ratio psCjpC is an assigned parameter for the problem. 

The dimensionless eddy diffusivities for momentum and 
heat defined, respectively, by e„ =em/v and e£ =eh/v are 
obtained by nondimensionalizing equations (8) and (14). 
Thus, utilizing equations (18) one can show that 

V = (0.4^1 - e x p ( - ^ M ) ] ) 2 R e ' / ^ ' / 2 I/" (I, if) I 
fore,+ <e0

+ 

e0
+=[0.075^]2Re' / !r / l l /"a,7,) l 

1 
1 + 5 . 5 ( I J / I J 4 ) 6 

for eo~ <e,:f 

(24) 

where 

ylA = ?'/*Re'/4r/l/"a,0)l , / !N/A+ 

A + =26, and TV is given from equation (12) with 

(25) 

Nomenclature (cont.) 

St 

T 
T, 

T = 
T = 

u,v = 

«o = 

x,y = 

h/pCu0, local Stanton 
number 
fluid temperature 
temperature of plate at 
point of issuance 
(* = 0) 
wall temperature 
f ree-s t ream tem
perature 
velocity components in 
x and y directions 
velocity of moving 
plate 
axial and normal 
components 
thermal diffusivity of 
fluid 
thermal diffusivity of 
plate 

T = 
5 = 

£»>>€/! = 

, + , + _ 
em >£/> — 

V = 

Vs 

volumetric coefficient 
of thermal expansion 
angle of inclination 
from vertical 
intermittency factor 
boundary layer 
thickness 
eddy diffusivities for 
momentum and heat 
dimensionless eddy 
d i f f u s i v i t i e s fo r 
momentum and heat 
y(u0/vx)v', psuedo-
similarity variable 
5(u0/vx)Vl, dimen
sionless boundary 
layer thickness 

(r-r0o)/(r,-r0o), 

p = 
Ps 

dimensionless tem
perature 
iTv-T-VW-T.,), 
dimensionless wall 
temperature 
dynamic viscosity of 
fluid 
kinematic viscosity of 
fluid 
dimensionless axial 
parameter 
density of fluid 
density of plate 
n(du/dy)y = o> local 
wall shear stress 

£ Jo, 
TW (x) dx, average 

wall shear stress 
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For the eddy diffusivity for heat one gets 

tt = e + /Pr, 
and Pr, is given from equation (15) with 

5 

y/B=riZy'Re'/' l/"(f,0)l *Pr*/ 2 ] C„(log10Pr)"-

(26) 

(27) 

(28) 

It is noted here that the plus and minus signs that appear in 
equations (19) and • (26) relate to buoyancy assisting and 
opposing situations, respectively. Furthermore, the plus and 
minus signs associated with terms that involve "siny" 
(referred to as SIGN1 in the figures) pertain, respectively, to 
Tj > Tx and Tf < Tx for fluid above the plate, and to T, < T„ 
and T/ > T^ for fluid below the plate. Likewise, the plus and 
the minus signs associated with the term that involves "cosy" 
(referred to as SIGN2 the in figures), pertain to 7", > T„ and 
Tj < Ta for upward moving plate and to Tt < T„ and T, > T„ 
for downward moving plate respectively. 

In the turbulent analysis, it was assumed that the flow was 
turbulent from the start. Equations (19-22) along with 
€m =eit =0 for laminar boundary layer or along with 
equations (24) and (27) for turbulent boundary layer were 
solved for assigned parameters of Re, Gr/Re2, Pr, 7, 
psCs/pC for buoyancy assisting and opposing situations, 
where £=x/b varied from 0 to 1010. 

Numerical Solution 

The solution to the abovementioned system of equations 
was accomplished by using an efficient and accurate marching 
finite-difference technique developed by Keller and Cebeci 
[6]. This method accommodates variable boundary layer 
thicknesses rj6, along with variable step sizes for Ar; and A£. 
To overcome the deficiency of the mixing length hypothesis 
concerning the dip of the eddy diffusivity for momentum 
when the velocity goes through a maximum, the "bridging" 
technique [9] was utilized. Thus, near the region where the 
velocity went through a maximum, the points on the e„, curve 
that dipped were replaced by corresponding points on an 
interpolated straight line. 

Two other expressions for the eddy viscosity for 
momentum for the outer region, e,„, based on the 
displacement thickness and momentum thickness were also 
tested and found to give results which were indistinguishable 
from the results to be presented. It was also found that the 
intermittency factor T had a minimal effect on the results, as 
did the above mentioned "bridging" technique. 

Results and Discussion 

Numerical results for the local and average Nusselt 
numbers and friction factors, velocity and temperature 
profiles, and the surface temperature variation were obtained 
for air with a Prandtl number of 0.7, for both laminar and 
turbulent regimes. Results are presented for angles of in
clination from the vertical of 7 = 0 (vertical), 45, and 90 deg 
(horizontal) for Reynolds numbers of Re = 0.1,1, 10, and 50, 
and various buoyancy force parameters Gr/Re2, ranging 
from - \02 to 10 ~2. The property parameter psCs/pC was 
chosen as 2500, the order of which is characteristic of the 
extrusion coating process using PVC (polyvinylchloride) as 
the lamination material, at an average film temperature of 
123°C. 

The local Nusselt number, Nux, and the local friction 
factor, Cf, as defined in the nomenclature, can be expressed 
with the aid of equations (18) as 

NuJf=-0'(«,0)Rev4^/0(€,0), C / = 2/"(£,0)/(Re'/ir/2) (29) 

The local friction factors versus £=x/b, the axial distance 
from the slot, for laminar and turbulent regimes are plotted in 
Fig. 1 for angles of inclination from the vertical of 7 = 0, 45, 
and 90 deg, for Reynolds numbers, Re, ranging from 0.1, to 
50, and various buoyancy force parameters. In the absence of 
buoyancy forces, the plate drags the fluid near its surface and 
accelerates it in the direction of its motion. However, the 
velocity of the fluid never exceeds the velocity of the plate, 
and the friction factor as defined in equation (29) remains 
negative and decreases in magnitude with axial distance from 
the wall. This trend prevails for both laminar and turbulent 
regimes, even though the laminar friction factors lie above 
(i.e., less negative) those of the corresponding turbulent ones. 
This is in accord with the trends of the velocity profiles in Fig. 
4, where the smooth laminar fluid is pulled by the plate with 
less resistance than the random turbulent fluid, thus resulting 
in a higher fluid velocity and less negative friction factor for 
laminar boundary layers. When both buoyancy force com
ponents are assisting (both SIGN1 and SIGN2 taken as 
positive), the fluid near the wall be accelerated further to the 
point that it may exceed the plate velocity (see Fig. 4), thus 
reversing the sign of the wall shear stress. It is for the same 
reasoning that for a given Re as Gr increases, this sign 
reversal of the friction factor will occur at smaller x/b values 
for laminar regime than for turbulent regime, resulting in 
laminar friction factors that are more positive than the 
corresponding turbulent ones. This difference in the friction 
factors between laminar and turbulent regimes decreases as 
Re and Gr decreases. It is also of interest to note from Fig. 1 
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that for 7 = 45 deg, the effect of the buoyancy-induced 
streamwise pressure gradient (sign of SIGN1) on the friction 
factor is negligible compared to the effect of the streamwise 
buoyancy force component (sign of SIGN2). Thus, as shown 
in Fig. 1, for both laminar and turbulent boundary layers, 
when 7 = 45 deg, and Re = 10, no distinguishable difference in 
the local friction factors between the case of SIGN 1 = 1 
(heating of fluid above the plate or cooling of fluid below the 
plate) and that of SIGN1 = - 1 (cooling of fluid above the 
plate or heating of fluid below the plate) can be observed 
when the streamwise buoyancy force is assisting the fluid 
motion (SIGN2=1). However, when the streamwise 
buoyancy force component acts against the acceleration of the 
fluid by the motion of the plate (SIGN2 = - 1), it results in 
local friction factors that are more negative than the 
corresponding ones for no buoyancy force (see Fig. 1 with 7 
= 45 deg and Re = 0.1). Finally, as seen from the same 
figure, the friction factors at a given x/b increase (more 
negative or less positive) as the plate is tilted from the vertical 
for a given Re and Gr for both laminar and turbulent 
boundary layers. Also, the local friction factors for a given 
x/b and Gr decrease in magnitude (less negative or less 
positive) as Re increases for both flow regimes. 

The corresponding local Nusselt numbers are presented in 
Fig. 2. As seen from the figure, the local Nusselt numbers 
increase with axial distance from the slot. It is also found that 
the buoyancy force affects the turbulent local Nusselt 
numbers such that for a given Reynolds number, Re, as the 
Grashof number, Gr, increases from 0, the turbulent local 
Nusselt number first decreases below its corresponding value 
for pure forced convection (Gr/Re2 =0), reaches a minimum 
value, and then increases above the value of zero buoyancy 
force. This trend is parallel to that observed first ex
perimentally by Hall and Price [10] and analytically by 
Oosthuizen [11] for turbulent mixed convective flow over 
stationary isothermal vertical plates. It appears that the 
present trends are due to the rapid acceleration of the near-
the-wall fluid by the assisting buoyancy force which tends to 
decrease the turbulence intensity and progressively thicken the 
viscous layer near the wall, thus increasing the thermal 
resistance of the near-the-wall fluid region. As the buoyancy 
force is increased further, the increase in convective heat 
transport due to the larger acceleration of the fluid overtakes 
the adverse effect of the decrease in turbulence intensity, thus 
resulting in an overall increase of the turbulent local Nusselt 
numbers. Since no measurement of the turbulent intensity is 
possible with the mixing length model used, experiments or 
more sophisticated closure turbulence models are necessary to 
verify the present findings. The abovementioned trends are 
not encountered in laminar boundary layer for which case the 
local laminar Nusselt numbers increase monotonically as Gr 
increases from 0. This dipping of the turbulent local Nusselt 
number below that for Gr/Re2 = 0 occurs at lower Grashof 
number, Gr, as the Reynolds number decreases. Also, the 
magnitude of the dip decreases as Re decreases. Thus, the 
initial decrease and subsequent increase in the local Nusselt 
numbers in turbulent regime can be observed only when Re = 
50 for 7 = 0 deg, and when Re = 10 for 7 = 90 deg. The 
surface temperature gradients as noted from Fig. 5 (see inset) 
are in accordance with the abovediscussed trends for both 
turbulent and laminar boundary layers. 

As expected, the turbulent local Nusselt numbers are larger 
than their corresponding laminar ones. As seen also from Fig. 
2 for 7 = 45 deg, the effect of the opposing streamwise force 
component (SIGN2 = -1) is to reduce the local Nusselt 
numbers below their zero buoyancy force values, while the 
effect of the streamwise pressure gradient (SIGN1) at 7 = 45 
deg is again of little significance. The local Nusselt number 
values at a fixed location of the plate increase with increasing 
Re and decrease as the plate is tilted from the vertical, for 

both laminar and turbulent boundary layers. It is also noted 
that the local Nusselt number curves level off eventually as 
x/b increases further, resulting in the crossover of the curves 
as can be seen in the figure. The leveling off and the crossover 
of the curves are due to the surface temperature approaching 
the free stream temperature value at different x/b values (see 
Fig. 3). 

Figure 3 shows the dimensionless surface temperature 
variation [Tw (x) - TJ/CT, - T„) = 0($,O) with x/b, for both 
laminar and turbulent regimes. The effect of the buoyancy 
force on the dimensionless surface temperature is parallel to 
that on the local Nusselt numbers observed in Fig. 2. Thus, 
for laminar boundary layers, as the buoyancy force assists the 
motion of the fluid, it enhances the surface cooling (from an 
upward moving vertical or inclined plate, or from the top side 
of a horizontal moving plate) and the surface heating (from a 
downward moving vertical, or inclined plate, or from the 
bottom of a horizontal moving plate). These trends are 
reversed when the buoyancy force opposes the fluid motion. 
When the plate is inclined with 7 = 45 deg, the streamwise 
buoyancy force component is the dominant component and 
the effect of the normal buoyancy force component is of little 
significance. For turbulent boundary layers, on the other 
hand, as the assisting buoyancy force is first superimposed on 
the fluid it decreases the cooling and heating of the moving 
surface. At larger assisting buoyancy forces, eventually this 
trend is reversed and further increases in the Grashof number 
result in the enhancement of the surface cooling and heating. 
A close inspection of Fig. 3 shows that the cooling or heating 
of the moving surface is larger for turbulent boundary layers 
then the corresponding laminar ones. Also, the cooling or 
heating of the plate is enhanced as Re decreases for both 
assisting and opposing buoyancy forces. 

Representative dimensionless velocity profiles 
u/u0 =/'(£,??) and temperature profiles (T—T„)/(Ti — 
Ta) = d(l;,7]) are plotted, respectively, in Figs. 4 and 5 for a 
vertical moving plate (7 = 0 deg) at x/b = 5 x 104, for 
Reynolds numbers of Re = 0.1, 10, and 50 and buoyancy 
force parameters Gr/Re2, ranging from 0 to 0.01. For the 
laminar boundary layers, the flow and thermal boundary 
layer thicknesses are seen to decrease as Gr/Re2 increases 
from zero. No such definite trend can be observed for the 
turbulent boundary layer. However, it is seen that the flow 
and thermal boundary layers for turbulent regime are thicker 
than those for the laminar boundary layer. A close study of 
the trends of the profiles in the insets of both figures is helpful 
in describing the variations of the local friction factors and 
Nusselt numbers with buoyancy force. 

In order to present the average friction factors and average 
Nusselt numbers over the length of the plate, L, one can 
nondimensionalize equations (1-4), (6-8) and (14) by 
redefining the axial parameter as £(x) = x/L and with rjj, and 
6, as defined by equation (18). The resulting dimensionless 
system of equations was then solved for the dimensionless 
parameter (b/L) (psCs/pQ = 0.1, Reynolds numbers ReL = 
103, 104, 105, and 106 and buoyancy force parameters 
GrL/Re2=0, 1, and 10, where the Reynolds number and 
Grashof number based on the length of the plate are defined 
by 

ReL=u0L/v, GrL =gP(Ti-Tm)L'/v2 (30) 
The average Nusselt number, Nu, and the average friction 
factor, C/, over the length of the plate, L, as defined in the 
nomenclature, can be expressed using the above mentioned 
transformation variables as 
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where again £ =x/L. 
The average friction factors and Nusselt numbers for 

turbulent boundary layers are shown in Figs. 6 and 7 as a 
function of the Reynolds number based on the length of the 
plate, ReL. As observed from Fig. 6, average friction factors 
may be negative or positive, i.e., the plate may drag the fluid 
or the fluid may drag the plate, but in either case the friction 
factor decreases in magnitude as ReL increases. 

As illustrated in Fig. 7, the average Nusselt numbers for 
turbulent boundary layers are found to increase with in
creasing value of ReL. With the aid of Fig. 7, one can show 
that the Biot number, Bi= hb/ks, ranges from 2.7 (b/L) at 
ReL = 103 to 145 (.b/L) at ReL = 106 when 7 = 0 deg, where the 
average thermal conductivity of the polymer is taken as ks = 8 
x 10 -4 cal/cm-s - °C. This can serve as an indicator for the 
accuracy of the assumption regarding the uniformity of the 
plate temperature at any given cross section. For Bi<0.1, the 
error involved with this assumption is approximately 5 
percent or less. 

Finally, the earlier analytical studies of references [1] and 
[5] along isothermal continuous surfaces without the 
buoyancy force effect are compared with the present results in 
Fig. 8 for the case of turbulent boundary layer for Tw = T, = 
constant and GrL/Re| = 0 in the form of local friction factor 
and Stanton number. In the same figure, the experimental 
results of reference [5] for friction factor are also shown. The 
satisfactory agreement with the results of reference [5] 
supports the validity of the mixing length model that was 
employed in the present analysis. 

Concluding Remarks 

The analysis yielded some interesting and unexpected 
results. In particular, for turbulent boundary layer, for a 
given Reynolds number, when the buoyancy force assists the 
motion of the fluid, it was found that as the Grashof number 
is increased from zero, the local surface heat-transfer rate 
decreases below its corresponding value for pure forced 
convection, attains a minimum value, and then increases 
above the value for zero buoyancy force. The initial dipping 
of the local heat transfer rate below that for zero buoyancy 
force was found to occur at lower Grashof numbers as the 
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Reynolds number is decreased. For laminar boundary layers, 
on the other hand, the local surface heat-transfer rate was 
found, as expected, to increase monotonically with increasing 
Grashof number, for the buoyancy assisting flow situation. 
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11 Oosthuizen, P. H., "Turbulent Combined Convective Flow Over a 
Vertical Plane Surface," Sth International Heat Transfer Conference, Vol. Ill, 
NC4.1 , Tokyo, 1974, pp. 129-133. 
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iass Transfer in the 
Neighborhood of Jets Entering a 
Crossflow 
The mass-transfer coefficient in the neighborhood of a row of jets entering a cross 
flow is determined by measuring the local sublimation rate from a naphthalene 
surface. This mass transfer relates directly to the heat transfer that would occur on a 
film-cooled wall. The experiments indicate that jets significantly increase the 
transfer coefficient in the neighborhood of the holes through which the jets 
emanate-in particular, immediately adjacent to the holes and also some distance 
downstream of the centerlines of the holes. 

1 Introduction 

Film cooling continues to be a widely used yet not fully 
understood technique to prevent overheating of surfaces 
exposed to high-temperature gas streams. The emphasis in 
terms of applications is towards gas turbine systems - both 
aircraft and land-based - where higher gas temperatures can 
lead to significant improvements in economy and output. 

In film cooling, a fluid (usually a gas) is injected from and 
along the surface to be protected from a high-temperature 
mainstream. The film coolant tends to act as an insulating 
layer separating the surface from the high-temperature flow. 
Alternately, one can consider the injected fluid as a dilutant 
which reduces the temperature in the boundary layer. Early 
film cooling studies [1] concentrated on two-dimensional 
flows with the coolant introduced continuously across the 
span of the surface to be protected. In many applications, 
however, an injection system with one or more rows of 
discrete holes along the surface is used. This latter method of 
injection, producing three-dimensional film cooling, is 
usually not as effective as two-dimensional film cooling 
because of the opportunity of the hot mainstream to flow 
underneath the jets of coolant that emanate from the discrete 
holes. Recently, two-dimensional arrays of injection holes all 
along the surface have been studied. This full-coverage film 
cooling tends to approach transpiration cooling in the limit as 
the spacing between the injection holes decreases. 

In studying either two-dimensional film cooling from a 
single slot or three-dimensional film cooling from a single row 
or even several rows of holes, a convenient means of 
analyzing the problem has been to consider the adiabatic wall 
temperature and the heat-transfer coefficient as separate 
quantities to be determined. The adiabatic wall temperature 
can be put in a convenient dimensionless form as a film 
cooling effectiveness 

(1) 
Tr 

In the idealized limit, the effectiveness would be unity near 
injection, and far downstream the effectiveness would ap
proach zero as the adiabatic wall temperature approaches the 
freestream recovery temperature. It should be borne in mind 
that although the latter is generally true, the effectiveness -
particularly with three-dimensional film cooling-is usually 
well below unity even close to injection. 

Use of the adiabatic wall temperature permits the definition 
of a well-behaved heat-transfer coefficient 

Contributed by the Heat Transfer Division and presented at the AIAA-
ASME Heat Transfer, Fluids, and Thermophysics Conference, St. Louis, 
Missouri, June 7-11, 1982. Manuscript received by the Heat Transfer Division 
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Q = hH(Tw-Taw) 

or 
hH = -

T 
(2) 

Note that when the temperature difference (Tw - Ta„) is zero, 
q goes to zero without any special requirement on hH. In 
addition, some distance downstream from injection, the heat-
transfer coefficient should approach the value that would 
occur on a similar surface with similar mainstream flow and 
no injected flow. 

The present study is concerned with measurements that 
would lead to prediction of the heat-transfer coefficients in 
the neighborhood of a single row of injection holes with air as 
the film coolant and with a mainstream of air. Although a 
number of different geometries for the injection holes are 
possible, a system is chosen that approximates one used in 
many applications. This is a row of circular holes inclined at 
35 deg to the surface and spaced apart, center to center, by 3 
diameters. Figure 1, which shows part of the test apparatus, 
gives an indication of this geometry. 

Previous Studies 

A number of studies have been made on three-dimensional 
film cooling. Many of these, however, have been concerned 
primarily with the determination of adiabatic wall ef
fectiveness. Heat transfer is more difficult to determine, 
particularly close to the injection holes, at least in part due to 

Naphthalene 
Surface 

121mm X Area of 
Injection LSurface 
Holes Measure-

C_->11.7mm I D . men's 

Base-' Sidewalls-

-248 mm-

159 mm 

12.7mm 

Injection Tube 
(14.3mm O.D., 11.7mm I.D.) 

Fig. 1 The naphthalene test plate 
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thermal conduction through the wall over which the main
stream flows. 

Most measurements of heat transfer with film cooling have 
been done using a system in which averages are taken at least 
across the span of the tunnel. This includes studies by Metzger 
and Fletcher [2], Metzger, Kuenstler, and Takeuchi [3], Liess 
[4], and Mayle and Camarata [5]. 

Crawford, Kays and Moffat used heat-transfer gauges to 
study the heat transfer with full-coverage film cooling [6]. 

. Heat transfer has been studied in high-speed tunnels using 
transient heat flux gauges by Schultz, Oldfield and Jones [7] 
and Louis [8]. 

Local measurements of heat transfer on a film-cooled 
surface with a single row of injection holes have been reported 
by Eriksen and Goldstein [9] and Jabbari and Goldstein [10]. 
In these studies, a uniform wall heat flux boundary condition 
was approximated by having a thin heater stretched across an 
almost adiabatic surface. Heat-transfer coefficients were 
determined from local measurements of the wall temperature. 
The coefficients close to the injection location were larger 
than those on an equivalent surface without injection. The 
heat-transfer coefficients increased as the amount of injected 
gas was increased and tended to decrease some distance 
downstream of the injection hole, eventually approaching the 
values observed without injection. For a hole geometry 
similar to that in the present experiment, the closest to the 
holes that measurements could be made was approximately 
5.57 diameters downstream. The problem with measurements 
closer to the holes, in these as in other studies, is the error 
introduced by wall conduction as well as the difficulty in 
having the heated surface extremely close to the injection 
region. 

The present study was initiated to obtain information on 
heat and mass transfer very close to injection holes over a 
range of flow conditions. The geometry chosen was similar to 
that of reference [9], a single row of holes inclined at 35 deg to 
the mainstream with 3-diameter center-to-center spacing 
between the holes. To avoid problems encountered with heat 
conduction in the wall, a mass-transfer technique was used. 

Mass Transfer Systems 

A mass-transfer analogy has been used in a number of 
studies on film cooling. With two-dimensional film cooling, 
local impermeable wall concentrations following injection of 
a foreign gas have been used to predict adiabatic film cooling 
effectiveness for some time [11, 12]. The validity of this mass-
transfer analogy for injection through a row of discrete holes 
was demonstrated in reference [13]. The advantages of the 
mass-transfer analogy for measuring wall effectiveness are 
that a large range of densities can be obtained without having 
large temperature differences and the problems due to wall 
conduction are avoided. 

A different application of the mass-transfer analogy is used 

in the present work to determine the influence of injection on 
heat transfer. Naphthalene sublimation has been used to 
determine average mass-transfer coefficients by determining 
the mass of naphthalene that is sublimed in either a forced or 
natural convection system [14]. With this technique a 
naphthalene surface is cast in the particular geometry desired. 
With a forced flow across that surface, mass will be con
tinually lost by sublimation due to diffusion and convection in 
a similar manner to heat transferred from a surface. The 
analogy between the mass-transfer and heat-transfer 
processes is direct, taking into account differences in 
properties and assuming the turbulent transport and bound
ary conditions are similar for the mass-transfer and heat-
transfer systems. 

One boundary condition in an isothermal air-naphthalene 
system would be constant naphthalene vapor pressure and 
vapor concentration at the surface which is equivalent to a 
constant wall temperature heat-transfer boundary condition. 
The only significant difference in boundary conditions ap
pears to be in the velocity at the wall. The finite sublimation 
of naphthalene gives a normal component of velocity which is 
absent in most convective heat-transfer studies. In general, 
this component of velocity is small enough that it does not 
significantly affect the validity of the analogy to a heat 
transfer surface with zero velocity normal to the wall. 

A mass-transfer coefficient, hM, is defined by 

m = hM(pw-pm) (3) 

This is analogous to equation 2. In the present study, the 
concentration of naphthalene vapor in both the freestream 
and in the injected gas is zero, and equation (3) reduces to 

m = hMplt (4) 
The analogy indicates that the Sherwood number is 

equivalent to the Nusselt number if the Schmidt number and 
the Prandtl numbers are equal. This implies not only equal 
diffusion coefficients but equal turbulent transport coef
ficients as well. 

The Schmidt number (approximately 2.5 at ambient 
temperature for naphthalene diffusing in air) has a different 
value from the Prandtl number of air (—0.7). The com
parison of mass-transfer and heat-transfer results is often put 
in the form 

Sh/Nu = (Sc/Pr)« (5) 

where n is typically of the order of 0.4. 
The validity of the analogy has been demonstrated by Sogin 

[15]. Local measurements of mass transfer were made by Lee 
and Barrow [16], Kan, Miwa, Morishita, Munakata and 
Nomura [17], and Saboya and Sparrow [18]. 

Experimental Apparatus and Procedure 

The experiments were conducted in the University of 
Minnesota Heat Transfer Laboratory Wind Tunnel. The 

Nomenclature 

D = injection tube inner diameter, 
11.7 mm 

h = heat- or mass-transfer coef
ficient 

hH = heat-transfer coefficient, 
equation 2 

hM = mass-transfer coefficient, 
equation 3 

h0 = mass-transfer coefficient in the 
absence of injection tubes (i.e., 
from a continuous flat surface) 

M = blowing parameter or blowing 
rate (ratio of mass flux of 

m 

n 
Nu 
Pr 

q 
Sc 
Sh 

T 
J aw Tr 

T2 

injected air to mass flux of free 
stream) 

= mass flux of naphthalene from 
surface 

= a constant 
= Nusselt number 
= Prandtl number 
= wall heat flux 
= Schmidt number 
= Sherwood number 
= adiabatic wall temperature 
= free stream recovery tem

perature 
= film coolant temperature 

X = downstream distance from 
downstream edge of injection 
holes 

Z = lateral distance across span 
measured from center of in
jection holes 

Greek Symbols 

plv = density of naphthalene at 
surface 

piw = density of naphthalene at an 
impermeable surface 

n = film cooling adiabatic wall 
effectiveness, equation 1 

716/Vol. 104, NOVEMBER 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dimensions of the tunnel test section are 0.355-m high, 0.61-m 
wide, and 2.5-m long. Sidewalls for the present experiment 
reduced the width of the channel to about 0.20 m. These walls 
were set to diverge slightly to maintain a uniform free stream 
speed of the air in the tunnel. A wire trip followed by sand 
paper was placed about 0.41 m upstream of the naphthalene 
plate. The mainstream velocity and the boundary layer 
profiles were determined using a total pressure probe and 
static pressure wall taps. With the normal free stream speed of 
15 m/s, the boundary layer displacement thickness at the 
upstream edge of the injection holes was about 2.2 mm. The 
Reynolds number based on this velocity and D (11.7 mm) was 
H x l O 3 . Extrapolation of the boundary layer thickness 
upstream indicated that the effective starting point of the 
boundary layer was 155 mm upstream of the trip wire. 

Air was injected through six tubes, spaced three-diameters 
apart across the span. These tubes are essentially the same as 
those used in an earlier study [13]. They have an 11.7-mm i.d., 
a 14.3-mm o.d., and are long enough to assure fully 
developed turbulent flow at the exit in the absence of a 
mainstream flow. The flow injected through the tubes could 
be controlled by needle valves. The overall injected flow was 
determined by measuring the pressure drop across an orifice 
plate. Three of the tubes were cut off and the extensions to the 
plate surface were part of the injection system included in the 
naphthalene plate shown in Fig. -1. The injection tube 
Reynolds number was about 2300 at M=0.2 and 23,000 at 
M=2. 

The removable section (Fig. 1) consists of the naphthalene 
test plate, its support, and three injection tubes, as well as 
temperature-measuring instrumentation. The main body of 
the naphthalene test plate is made of aluminum. The opening 
in the tunnel floor in which the plate sits is 241-mm long by 
170-mm wide. The actual naphthalene surface within this 
plate is 184-mm long by 95-mm wide. Thermocouples are 
embedded in the test plate to measure the temperature at the 
naphthalene surface. The tip of the center injection tube near 
which measurements were made was beveled to reduce the 
metal exposure so that mass-transfer measurements within 0.1 
D of the tube could be made. When the test plate is in the 
tunnel floor, the three tubes are connected to the lower 
portion of the injection system through tight plastic sleeves. 

In preparing the naphthalene mold, the test plate was 
placed in an inverted position on a lapped stainless steel plate. 
The perforated plate within the system (cf. Fig. 1) was heated 
to about 80°C, somewhat below melting point of 
naphthalene. After pouring in the molten naphthalene, the 
system was allowed to cool. When the outer naphthalene 
surface reached about 40°C, it was freed by a sharp blow to 
the stainless-steel plate. 

Measurements of the naphthalene surface profile were 
taken before and after exposure in the wind tunnel. For these 
measurements, the test plate was placed on a lathe bed which 
can be translated in the X and Z directions. A mechanical 
depth gauge accurate to approximately 5x 10"4 mm with a 
range of 0.2 mm was used to determine surface profiles from 
measurements at 370 locations in the area shown in the 
rectangle on Fig. 1. Only differences in naphthalene height or 
thickness are required. However, after exposure in the wind 
tunnel, the test plate could not be replaced in exactly the same 
location on the measuring bed as it had been when the first 
surface measurements were taken. Therefore, at each Z 
location, measurements were taken at reference points on the 
aluminum frame of the test plate. The distance from a point 
on the naphthalene surface to a line connecting these reference 
points was determined both before and after exposure in the 
wind tunnel. The difference between each pair of 
corresponding measurements is the local change in 
naphthalene thickness, equivalent to the, naphthalene 
sublimed, and was generally between ~ .05 mm to ~ .18 mm. 

Due to the great sensitivity of the naphthalene vapor 
pressure to temperature, care was taken to be sure the system 
was isothermal. Temperatures were measured continuously 
using thermocouples embedded close to the naphthalene 
surface, along the injection tubes, and in the mainstream. 
Usually, the naphthalene surface could be maintained within 
0.25°C of the free stream and the injected air within 0.15°C 
of the free stream. 

Measurements of the surface temperature were used to 
calculate naphthalene vapor pressure and density or con
centration. These measurements were taken every five 
minutes and an average concentration was used to determine 
the value over the period of the test. At the lowest blowing 
rate the naphthalene surface was exposed for approximately 
90 min. At the highest blowing rate the test runs lasted about 
60 min. 

Knowing the change of depth and the density of solid 
naphthalene, the local mass transfer over the period of ex
posure in the wind tunnel could be obtained. From this and 
the surface concentration, the mass-transfer rate and the 
Sherwood number were determined. The measurements were 
corrected for sublimation during the time profiles were being 
measured, the time to set up the test plate in the tunnel, and 
the time for remounting it in the measuring apparatus. The 
total correction was typically of the order of 6.5 percent of the 
smallest change in naphthalene thickness. 

Mass-Transfer Results 

The first measurements of mass transfer were made on a 
flat uninterrupted surface of naphthalene. From the 
measurements Sherwood numbers and Stanton numbers for 
mass transfer were calculated. These results compare 
favorably to a correlation for heat transfer from a flat surface 
to a turbulent boundary layer of air taking into account an 
"unheated" starting length and using equation 5. The ex
perimental points are about 2 percent above the prediction 
line and have an almost identical slope. 

The measurements on the continuous naphthalene surface 
indicate the validity of the mass-transfer analogy for studying 
heat transfer. They also give the reference point for mass-
transfer coefficients on an undisturbed surface, h0, to which 
the results with injection are compared. 

The influence of injection through the tubes on mass 
transfer is presented in terms of the ratio of the mass-transfer 
coefficient with and without injection, h/h0. Note that ho is 
determined in the absence of the injection tubes as well. 
Figure 2 contains plots of the relative mass transfer with 
distance downstream at different lateral positions, Z. Each 
part of the figure is for a different blowing rate. The position 
^ = 0 corresponds to the downstream edge of the injection 
holes and Z = 0 to the center of a hole. 

The results are also plotted in contour form in Fig. 3 for 
different blowing rates. These contours were obtained from 
cross plots of the data shown in Fig. 2. The ellipses in Fig. 3 
represent the inside surface of the injection hole in the plate of 
the naphthalene. Contours for h/h0 less than 1.25 are not 
drawn as they tend to spread out over large areas. 

Several special comparison tests were made. To obtain the 
test data labelled M = 0 , the lower portion of each injection 
tube was plugged. These results essentially show the effect of 
the tube opening without any net outflow. A test with the top 
of the injection hole plugged with a nonsubliming material to 
give a smooth surface yielded results which were very close to 
those for a continuous surface of naphthalene. The slight 
difference observed could be explained by the different 
concentration boundary condition at the plugged hole. 

We had postulated that the jets, especially at high blowing 
rate, might act like solid rods blocking the mainstream flow 
and produce eddies similar to those around a tube in 
crossflow. To examine this, a set of mass-transfer data was 
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obtained with aluminum rods placed into the injection holes 
to provide some solid blockage of the mainstream crossflow. 
The rods extended up into the flow a distance of 50 mm past 
the downstream end of the naphthalene surface. 

There are few earlier tests that show the effect of injection 
on heat and mass transfer close to an injection hole. For a row 
of inclined holes, heat-transfer data were obtained [9] no 
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closer than X/D ~ 5.5. In that study, there was concern for the 
effect of heat conduction close to injection. The present 
results are in reasonably good agreement with data from 
reference [9], although close to the centerline, somewhat 
higher values of h/h0 were found with mass transfer. This 
may be due to the difference in Reynolds number in the two 
studies, the effect of heat conduction in the tests of reference 
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[9], or the lower values of h0 at a given XID due to an active 
surface upstream of the injection holes for this study versus 
no upstream heating in reference [9]. 

The results shown in Figs. 2 and 3 can perhaps best be 
described by considering different regions on the surface 
around an injection hole. Referring to Fig. 4, (A) corresponds 
to the region upstream of the injection hole, (B) to a region 
midway between two holes, (C) to the region immediately 
downstream of a hole where a low transfer coefficient was 
observed, (D) to the region of high mass-transfer coefficient 
immediately adjacent to an injection hole, (£) to the region of 
high transfer coefficient downstream of the injection hole, 
and {F) to a region of relatively high transfer coefficient some 
distance downstream of the injection hole which occurs at the 
highest blowing rates. 

Upstream of the injection hole (region (A)), the mass 
transfer is little affected by the presence of the jet. At in
termediate blowing rates there is a slight decrease of mass 
transfer, probably due to the slowing down of the mainstream 
fluid by the jet. At small M there is not enough flow to slow 
down the mainstream air, while at large M the downstream 
velocity component of the jets is close to that of the main
stream fluid. With the solid bar (Fig. 2), there is an increase in 
the mass-transfer coefficient close to the bar. This is probably 
due to secondary flow similar to that observed near cylinders 
set normal to a solid surface; the flow induced by the 
boundary-layer cylinder interaction sweeps out a region 
upstream of the cylinder. The effect would be smaller with a 
cylinder inclined downstream. 

In the central area between the holes (region (fl)), injection 
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has little effect on the mass-transfer coefficient except at the 
highest blowing rates. Even then the increase is only of the 
order of 10 percent, which may be due to mainstream ac
celeration caused by jet blockage. 

Immediately downstream of the injection hole (region ( Q , 
relatively low mass-transfer rates occur. The minimum occurs 
at 0.2 to 0.3 diameters downstream for most M. For zero 
blowing rate, however, there is actually a maximum value at 
the edge of the injection hole downstream edge. The reduced 
mass transfer in region C for most M can be explained by the 
action of the jets creating a stagnation region immediately 
downstream of injection. The blowing rate has little effect on 
this region. 

For all flow rates other than M = 0 , there is an area (region 
(D)) of very high mass-transfer coefficient along the sides of 
the injection hole which extends some distance downstream 
(cf., Fig. 3). This high mass-transfer results from the jet-
mainstream interaction creating large shear stresses and 
eddies at the edges of the jets. A similar region of high mass-
transfer rate is present with solid blockage. 

Region {D) (defined by the h/h0 = 1.25 contour)1 extends 
from X/D = - 1.2 to X/D = 6. at M=0.2 . At Af=0.5, this 
length is considerably smaller but gradually increases as M is 
increased above this point. The minimum, with M, in the 
extent of region (D) may be due to lift-off of the jet from the 
surface. The maximum value of h/h0 along the sides of the 
injection holes is between 2.5 and 3.0 for most M. This 
maximum usually occurs between X/D of - 1 and - 0 . 5 . The 
narrow width of the high mass-transfer coefficient region 
suggests the scale of the eddies created by the jet-mainstream 
interaction. This region of high mass-transfer extends con
siderably further downstream with the jets as contrasted to 
solid blockage. 

Downstream of the injection hole (region (£)), the 
maximum mass transfer occurs at X/D=.15 for most values 
of M and at X/D = 0.55 for solid blockage. The maximum 
h/h0 in this region increases from 1.65 at M=0.2 to 4.0 at 
M=2.0 ; it is 3.5 for solid blockage. As Mincreases from 0.2 
to 0.5, the width of the region (defined by the h/h0 = 1.25 
contour) increases and then remains about the same at higher 
M. The length of the region increases from 1.5 to 3.8 
diameters downstream as M increases from 0.5 to 0.65. 
Further increases in M lengthen the region out to X/D = 1.0 at 
M=1.5 and past the edge of the naphthalene plate 
{X/D = 7.16) at M = 2 . The shape of this region is affected by 
separation of the jet from the surface which begins to occur at 
M s 0 . 5 . With separation, the mainstream flow penetrates 
beneath the jet and forms large eddies which increase the mass 
transfer. At small M the jet remains attached to the surface 
and the increase in mass transfer is quite small. At high M the 
pattern of mass transfer due to the jets is similar to that with 
solid blockage except that in the former case the downstream 
region of high mass transfer is narrower. 

At high M, (1.5 and 2.0), two other areas of high transfer 
coefficient (region (F)) are present downstream of injection. 
This region, symmetrical about the line 2 = 0, apparently 
results from the partial reattachment of the jet to the surface. 
A jet entering a cross stream can form a kidney-shaped cross 
section with two symmetrical lobes that extend close to the 
surface [19]. When the flow in these lobes touches the surface 
some distance downstream of injection, increased wall shear 
and mass transfer can occur. 

It is also of interest to see how the mass transfer averaged 
across the span of the plate varies with position and blowing 
rate. For Fig. 5, averages were obtained by numerically in
tegrating the local mass-transfer coefficient measurements 
across the span, considering only the area where there was an 
active surface and not the open area of the injection hole. A 
characteristic of these plots is the presence of two maxima. 
One is due to the high transfer coefficients in region (D) and is 

B 
h/h0 = 1.25 rD 

±>h/ho=1.25c 

Fig. 4 Regions of high and low mass-transfer coefficient around in
jection holes 

M = 0.2 r "01.0 
:_JAJL^ 

M = 0.65 

M = 1.0 

M = 0.35 

M = 2.0 

- 5 - 3 - 1 0 1 3 5 7 - 5 - 3 - 1 0 1 3 5 7 
X / D X / D 

Fig. 5 Average (across span) values of h/h0 for M = 0.2 to 2.0 

at X/D between - 1 and - 0 . 5 . The second peak at X/D 
between 0.5 and 0.9 is chiefly due to the high mass-transfer in 
region (E) directly downstream of the hole. As the blowing 
rate increases, the magnitude of the upstream peak stays 
approximately constant at about 1.35 while the value of the' 
second maximum increases. 

Summary 

The mass-transfer coefficient on a surface near a row of 
holes through which air is injected has been measured. The 
measurements indicate large increases in the mass transfer 
close to the sides of the injection holes (region (D)) and some 
distance downstream of the holes (region (£)). The results also 
indicate that the influence of the jets at high blowing rates on 
the mass transfer is similar in many respects to the effect of 
solid blockage that occurs if a solid rod is placed into the 
injection hole and extended far out into the mainstream. 
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Determination of Boundary Shape 
of Cooled Porous Region 
The shape of a cooled porous wall section is found that will provide a uniform 
surface temperature, as dictated by material limitations, when the surface is sub
jected to spatially nonuniform heating. In the analysis, local temperatures and 
pressures in the porous material are expressed in terms of a potential function. 
From the imposed thermal conditions, this potential function is governed by the 
dual constraints of both its value and its normal derivative being specified along the 
heated surface. The unknown shape of this surface is obtained by meeting these 
dual conditions. The analytical method uses a generalized conformal mapping 
procedure that includes a curved boundary. The coolant flow can be compressible 
or incompressible, and its viscosity can depend on temperature. 

Introduction 
In critical cooling applications where a wall must be 

protected from a high external heat load, it can be effective to 
use transpiration cooling. A section of the wall is made of 
porous material so that coolant can be pumped through it to 
flow out along the boundary exposed to the heat loading. 
Since the coolant flow rate depends on the flow resistance of 
the porous medium, the shape of the region will regulate the 
distribution of coolant flow exiting along the exposed surface. 
The shape can thus be tailored to achieve a given amount of 
cooling along the surface or a given surface temperature 
distribution. 

In this paper the shape of a porous cooled medium will be 
obtained to maintain the exposed surface at a constant 
temperature such as would be dictated by temperature 
limitations of the material. The shape is found for the con
dition of an imposed heat loading that varies along the sur
face. As pointed out in [1], the type of inverse heat conduction 
problem that has been least investigated is where the geometry 
is partially unknown, as in the present situation. 

The present analysis is built on the foundation developed in 
[2-4]. The flow can be incompressible or compressible, and 
the fluid viscosity can be a function of temperature. The flow 
is governed by Darcy's law, and local thermal equilibrium 
between the fluid and solid are assumed within the porous 
material. For these conditions the heat-transfer characteristics 
are related to a potential function found by solving Laplace's 
equation in the region. However, since the region has an 
unknown shape, the solution cannot be found in a direct 
manner. 

In [4] a conformal mapping procedure was devised for 
analyzing a porous insert in a wall with a known curved 
boundary. A generalized Schwarz-Christoffel transformation 
was used to map the porous region into a rectangle. Since the 
region in the present analysis can be shown to occupy a 
rectangle in the coordinates of a potential plane, the mapping 
in [4] is used here in an inverse way. To initiate the mapping, 
the required coolant distribution is used in a locally one-
dimensional solution to estimate an initial region shape; the 
procedure in [4] then provides the actual coolant distribution 
for this shape. The error between this coolant distribution and 
the required distribution is used to revise the region shape. 
Successive corrections done in this way yield the required 
configuration. 

To demonstrate the method and obtain useful results, 
porous region shapes were obtained for a few different types 
of heating conditions. One is a heating variation as a power of 
distance along the surface, and another is a cosine variation. 

The results show how irregular the surface must be to provide 
proper coolant distribution for an imposed heating 
nonuniformity. 

Analysis 

The two-dimensional configuration to be analyzed is shown 
in cross section in Fig. 1. Two boundaries are porous, and the 
other two are insulated and are impervious to flow. Coolant 
from a reservoir a tp„, tx enters the porous medium through 
boundary, s0, and flows out through boundary, s, which is at 
uniform pressure, ps. Along s there is a nonuniform heat flux 
being imposed, and this boundary is to be maintained at 
uniform temperature. For a given qs(zs) variation the shape 
of s is to be found to yield surface temperature uniformity. 

General Equations and Boundary Conditions. The theory 
accounts for the coolant flow being either compressible or 
incompressible, and the coolant viscosity can be a function of 
temperature. The first step in this development is to briefly 
summarize the relations that can be used between pressure, 
temperature, coolant exit flow, and imposed heat flux, as 
derived in [2] and [3]. Then the analysis will be developed to 
provide a means for obtaining unknown boundary shapes. 

The governing equations are conservation of mass, 

v "u= 0 incompressible 
v • (pu) = 0 compressible 

Darcy's law for flow in a porous medium, 

lM 

(la) 

(16) 

(2) 

energy conservation for coolant and solid in thermal 
equilibrium, 

BOUNDARY S, ps, ts 

SOLID AND 
Y"/ INSULATED 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
19,1981. 

SOLID AND 
INSULATED . 

FLOW "BOUNDARY s0, p0, ^ 

RESERVOIR 

Poo. too 

Fig. 1 Geometry and boundary conditions for porous cooled medium 
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v . q = 0 where q = —k,„ vt + pucpt (3) 

and the perfect gas law needed for the compressible case, 

P = pRt (4) 

The boundary conditions are as follows: Along the coolant 
exit surface, s, 

p=ps= constant (5) 

t = ts= constant (6) 

kmns-vt = qs(zs) (7) 

Along the surface, s0, in contact with the reservoir 

P=Po=Pa= constant (8) 

k,„n0' vt = pcp(t-ta,)n0-u (9) 

At the boundaries that are both solid and insulated, the 
components of u and q normal to the boundaries are both 
zero. 

Relations in Terms of Potential Function. In [2] and [3] it 
is shown that the temperature distribution, coolant flow, and 
heat flow can be found in terms of a potential function, 0, 
that satisfies Laplace's equation v 2 0 = 0 in the porous 
region. Along s0 the potential function is 0 = 0, and along s, 
4> = 4>s. The 4>s is implicitly related to the pressure ratio ps/pK 

by the following two relations, in which Tg = ta/tm is an 
intermediate quantity. The 0S is directly related to T0 by 

<--m) (10) 

For a given <j>s value the T0 is found from (10) and then the 
following integral can be carried out 

l r7* MT 

-xLo-fTF^ 1 -^ (U) 

where Ps is the pressure ra t iop s lpm . Thus, <f>s is found from 
the specified pressure ratio by using both equations (10) and 
(11). Compressibility and viscosity variations with tem
perature are accounted for by the definitions of M and P in 
the Nomenclature. 

The coolant exit velocity through surface S is given by 

wc (12) ~PsUs(Zs)'Tis=\ V0l j . 

and the heat flux along s is related to <$> by 

The temperature distribution in the medium is related to 0 by 

T(x,y) = 1 + ( 7 ; - i ) e-w.-*(^)] (14) 

4 

1 

/ 
/ 

1 

<p=<p% 

/ - p - 0 
/ 

,„ in 
TT^rl 1 1 •* 

3 

/ / / 

1 
ty = TT&./H 

Fig. 2 Porous region mapped into rectangle in W-plane 

The constraint on 0 of satisfying equation (13) will lead to the 
unknown shape of the region. 

Potential Plane Geometry for Present Problem. The 
foregoing relations give the heat transfer and fluid flow 
quantities in terms of 0. If 0 can be obtained as a function of 
x and y, then the desired quantities will be known in the 
physical geometry. The 0 is defined in [2] as a potential 
function for energy transfer by the combination of heat 
conduction and fluid transport. Since conduction and fluid 
transport are zero at the boundaries that are insulated and 
solid, the derivative of 0 is zero normal to these boundaries. 
The 0 = 0 on 50 and 0 = 4>s on s, so that in a rectangular 
coordinate system with 0 as ordinate, Fig. 2, the s0 and s 
surfaces will be mapped into horizontal lines. Since the 
constant 0 lines are normal to the other two boundaries, these 
boundaries are mapped into vertical lines, and the porous 
region occupies a rectangle. It is convenient for what follows 
to let the width of the rectangle be -K<J>S/H, which is general 
because H can be assigned a range of values when solutions 
are carried out. 

In Fig. 2 the horizontal lines of constant 0 are known in 
terms of <f>s. If the mapping between Figs. 2 and 1 can be 
found, then <j)(x,y) can be defined in the physical geometry. 
Conformal mapping can be used since 0 is a solution to 
Laplace's equation. The shape of the boundary s is unknown 
in the physical plane and will be obtained during the mapping 
process subject to the dual boundary conditions imposed at 
that boundary. 

The specific geometry of interest here is a porous insert 
placed in a solid wall to deal with a region that requires 
enhanced cooling, Fig. 3(a). The region is shown in dimen-
sionless form in Fig. 3(b). In [4], the heat-transfer charac
teristics were analyzed for a porous insert having a known 
curved boundary of arbitrary shape, and a Schwarz-
Christoffel method was developed from [5] to transform a 

Nomenclature 

A = coefficient in equation (31) 
cp = specific heat at constant 

pressure 
F = elliptic integral of the first 

kind 
F(ZS) = function describing surface 

heat flux variation 
H = height of region mapped 

into rectangle in F-plane 
K = complete elliptic integral of 

the first kind 
k = modulus of elliptic integral: 

r=Vi~^F 
km = effective thermal con

ductivity of porous material 

Ls = total length of curved 
porous surface 

M = incompressible flow, 

M= 

n = 
P = 

1 /* 
t 

compressible flow, 
M=/i//i„ 
exponent in power variation 
of<?s 

unit outward normal vector 
incompressible flow, P = 
plpx\ compressible flow, P 
= (P/Poo)2 

p = pressure 
q = heat flow rate per unit area 
q = energy flux vector 
R = gas constant 

S,s = coolant exit surface of 
porous medium 

S0,s0 = coolant inlet surface of 
porous medium 
distance along exit surface; 
S dimensionless distance, 
s/w 
temperature ratio, tltx 

absolute temperature 
in t e rmed ia t e mapping 
variable, V = a 4- iff 

s = 

T 
t 

V 

Journal of Heat Transfer NOVEMBER 1982, Vol. 104/723 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



COOLANT 
FLOW 

^V CONSTANT 

COOLANT RESERVOIR 

(a) PHYSICAL GEOMETRY. 

(b) REGION IN DIMENSIONLESS COORDINATES. 

Fig. 3 Porous insert in a solid wall 

geometry such as Fig. 3(b) into a rectangle of width, ir, as in 
Fig. 4. Since between Figs. 2 and 4 there is the simple relation, 
dW/dV = 4>S/H, this mapping method can be used for the 
present analysis. 

The mapping must be done such that equation (13) is 
satisfied. In this regard it is helpful to use a reference heat 
flux, qr, defined by 

qs(Zs)=qr(Zs=Q)F(Zs) (15) 

whereF(ZS) = 1 at Zs = 0. Then equation (13) gives 

qrw 
-F(Z, ) = l v « l J 

km(ts-tai) 

Using the relations I v</>lJ= [ ( - ^ r ) + ( "gy ) J 

d w d<t> . av d</> . H 

(16) 

and 

dZ dx 'dx dx 'ay' 
equation (16) can be written 

Nomenclature (cont.) — 

u = velocity vector 
W = complex potential function, 

0 + i\j/ 
w = width of porous insert 

X, Y = dimensionless coordinates 
x/w, y/w 

x,y = rectangular coordinates 
z = complex variable x + iy; Z 

= z/w 

Greek Symbols 

a,P = real and imaginary parts of 
mapping variable V 

8 = l e n g t h in r - p l a n e 
corresponding to one side of 
porous region 

*-a 
Fig. 4 Region mapped into rectangle in the /-plane 

qrw 
km (ts — t„) 

Zs) = 
dW 

dZ 

dW dV 

dV dZ 

s 

<t>s 
S H 

dV 

dZ 

Integrating along the entire surface, s, gives 

qrw 
km(ts-tx) Jz4 

F(Zs)dZ: 
i f J "4 

dV= 
H 

(17) 

(18) 

Let INT F(Zs)m\ = \ F(ZS)dZs so that 

qrw 
km(ts-t„)4>s HINTF(ZS)

 ( 1 9 ) 

Then, dividing (17) by (18), gives the condition at the 
boundary as 

F(ZS) 

INT F(ZS) 

1 

•K 

dV 

dZ 
(20) 

A convenient quantity for normalizing equation (19) is 

j ; F(X,)dX,m\mF(Xs) 

(this can be calculated analytically if the surface heating is 
specified by a suitable analytical function; otherwise, 
numerical integration is used). In most instances the curvature 
of the interface will not be large so that INT F(ZS) ap
proximately equals INT F(XS). It is thus convenient to 
normalize equation (19) into the form, 

km(ts-t„)<!>, _H INTF(Z, ) 

qrwWYF(Xs) ir mTF(Xs) 

In the solution a F(ZS) function will be specified and the 
corresponding unknown shape of the porous surface will be 
found. Then INT F(ZS) is evaluated. Using (21) this will 

K = permeability of porous 
material 

X = parameter, 
cpKp„/2ixmk,„ 

H = fluid viscosity 
£,?/ = real and imaginary axes of 

r-plane 
p = fluid density 
T = in t e rmed ia t e mapp ing 

plane, r = £ + in 
<t> = potential function 
\[/ = coordinate normal to lines 

of constant <f> 
v = dimensionless gradient, 

• ± . • ± 
1 dX+idY 

Subscripts 

A = amplitude 
n = the /zth iteration 
r = reference value 
s = coolant exit surface exposed 

to heat load 
0 = surface adjacent to reservoir 

oo = in coolant reservoir 

Superscripts 

(overbar) average value 
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-6 0 +1 +CD 

1 3 
Fig. 5 Intermediate mapping plane, T £ + h 

relateF(Zj) to the parameter km (ts-t„)(j)s/qrw INT F(XS) 
containing the reference heat flux, the width, w, of the porous 
insert, and the, 4>s, which is obtained from the pressure ratio, 
ps/Poo, by use of equations (10) and (11). 

Limiting Case of Locally One Dimensional Solution. This 
approximation will be an aid in starting the mapping solution. 
For a one-dimensional case, the boundary 43 in Fig. 3(a) is a 
horizontal line. The region thickness, ys, is uniform, and the 
heat flux is uniform and is qr. The mapping between Fig. 3(a) 
and Fig. 4 gives H = ivys/w = -KYS. The F(ZS) = 1 so that 
from(21), km(ts-t^)4>slqrw = Wit. Then ys = k„,(t5-
tx)<t>s/qr-

Now consider the approximate thickness variation of the 
porous region if the fluid and heat flows were all exactly along 
the v-direction (locally one-dimensional flow) j;ven though 
nonuniform heating is applied. An average Ys would be 
~H/v. Since Ys is inversely proportional to qs, YS(ZS)/YS 

= Qs/Qs (ZS) for this locally one-dimensional solution. Then 

Y,IZ,): 
H INTF(ZS)/LS 

7T F(ZS) 

where 

'Z3 
dZ, 

(22) 

(23) 

is the total length of the curved porous surface. 

Mapping to Determine Unknown Boundary Shape. The 
characteristics of the porous medium have been shown to be 
related to the mapping of the physical shape into a rectangle. 
In this mapping the condition of equation (20) must be 
satisfied. A porous insert with a known curved boundary was 
mapped into a rectangle in [4] (Fig. 3(b) with a known S into 
Fig. 4). An intermediate plane shown in Fig. 5 was used 
wherein the boundary of the porous region was unfolded onto 
the £-axis of an upper half-plane. The curved interface is 
along the section 0 s £ < 1, and one side of the region oc
cupies - 8 < £ < 0. The mapping between Figs. 4 and 5 is by 
elliptic functions. The height of the rectangle and the 8 are 

H=irK(k')/K(k) 

b=(k'/k)2 

(24a) 

(246) 

The variation of as as a function of £ along boundary 43 is 

r F(<p,k)l 
a*(£) = i r | l - j where^ = sin - l | « l + f l ) (25) 

The mapping for a curved surface in [4] contains two relations 
needed for this analysis. To save space they will not be 
repeated here (they are equations (28) and (29) in [4]).1 One 
relation is for Zs, and the other is the reciprocal of dV/dZ\s, 
both as a function of £ for 0 < £ < 1 (note that dV here 
corresponds to dWm [4]). 

Throughout the mapping it is convenient to keep the rec
tangle in Fig. 4 (and hence also in Fig. 2) fixed in size. To 

'Note in [4J there is a typographical error in the quantity g3„ (T). In the 
exponent, 0<?„ should be £„. 

£2 
LU x 

a 
O 

.2 .4 .6 
DIMENSIONLESS LENGTH, xs/w 

(a) POROUS MEDIA SHAPES. 

1.0 

(b) RELATION BETWEEN PHYSICAL PARAMETER AND H. 

Fig. 6 Results for cosine heating variation along surface, qs = qr + 

lA ( l - c o s — ) 

begin the calculation a value of H is chosen; this is done by 
noting that H/TT is approximately the average height-to-width 
ratio of the porous region. From equation (24a), the k and k' 
are found and then 5(H) is obtained from (24b). Then for a 
given heat flux, F(ZS) the correct physical surface Ys (Zs) is 
found in an iterative manner as outlined below. 

An initial YS(ZS) variation is obtained by using the one-
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dimensional solution in equation (22). To calculate this initial 
variation, the Ls is found from (23) and INT F(ZS) is found 
as defined in relation to equation (19). Starting with Ls = I, 
the above iterative system quickly converges. The resulting 
YS(ZS) is modified very near each end of the interface to 
provide the zero slope required by the constant temperature 
line intersecting the insulated boundary. In addition, a 
damping factor between 0 and 1 was used to reduce this initial 
YS(ZS) variation about the mean value of H/-K. The damping 
decreased the number of iterations in the solution that follows 
since it was found that the locally one-dimensional solution 
(22) gives the proper trends in porous surface shape, but 
usually overestimates the magnitude of the surface shape 
variations. 

With Ys approximated as a function of Xs, and with 8(H) 
calculated from equation (24b), all the quantities required for 
the mapping are known, and as described in [4], the dV/dZ\s 

can be found by mapping the porous region into a rectangle. 
This mapping requires an iteration process and the 5 will 
change somewhat with each mapping iteration. After several 
iterations are completed the entire Ys (Xs) curve is shifted to 
eliminate the difference of 8 from the 8(H) specified initially 
corresponding to the H/ir chosen. This adjustment is ac-

1 

DIMENSIONLESS LENGTH, xs/W 

(a) SHAPES OF POROUS MEDIUM FOR LINEAR HEATING, n - 1. 

a A==^= 

. 1 .2 .3 .4 .5 .6 .7 
DIMENSIONLESS LENGTH, x$/w 

(W SHAPES OF POROUS MEDIUM FOR CUBIC HEATING, n - 3. 

complished by applying a uniform correction to Ys given by 

1 dH 
1 s,corrected " Ys + [5(H)-8] 

•K db 
(26) 

where dH/d8 is obtained from equation (24). After each of 
these corrections to Ys, the mapping process is repeated until 
the quantity [8(H) - 5]/5(H) is less than a specified amount 
(0.001) and the YS(XS) shape is mapped into a rectangle 
within a specified tolerance. 

From the mapping the dV/dZ\s is calculated and the error 
(ER) in satisfying equation (20) is obtained as 

ER(*,) = 
F(ZS) 1 dV 

~dZ~ 
(27) 

WTF(LS) 

This ER(JO is used to correct the Ys at each X, location. 
From equations (20) and (22), the local one-dimensional 
solution indicates that (1/TT) \dV/dZ\s = (H/r)/LsYs. 
Hence to make \dV/dZ\s larger, the Ys is decreased. Then to 
correct the error in equation (27) to zero for the n + 1 iteration 

E R ( * , ) = 
1 dV 

~dZ s,n+l 

•K Ls \ _ 

Solving for Ysn + i gives 

Ys,„ +1(Xs) = Ysn (Xs)I 

1 

7T 

1 

dV 

dZ 

1 

ER(Xs)-LsYs,„ + \\ (28) 

To minimize undesirable oscillation, equation (28) is under 
relaxed and smoothed by using, 

Ys,„ + t (Xs) = (YSt„+aYStn+l)/(l+a) (29) 

(c) RELATION BETWEEN PHYSICAL PARAMETER AND H. 

F ig . 7 Resu l ts for p o w e r f u n c t i o n hea t i ng a l o n g su r face , q s 

qrV+A(s/w)n] 
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where YSj„ + 1 is obtained from equation (28) using a weighted 
average error (ER) from the adjacent points. The a is positive 
constant where a < < 1. 

The Ys (Xs) variation from equation (29) is used to repeat 
the entire mapping process, and the procedure continued until 
the solution has converged such that the error ER(1S) is 
reduced to within a small tolerance (0.001 • was found 
adequate) for all Xs. 

For each heating function, F(ZS), the calculation was 
repeated for several H values. This generated a series of 
-shapes that are a function of a physical parameter as given in 
the next section. 

Results and Discussion 

Porous media shapes that provide uniform surface tem
perature were obtained for a number of different imposed 
surface heating variations. The results that follow will provide 
insight, for a variety of conditions, on how irregular the 
boundary shape must be in relation to the nonuniformity in 
surface heating. Results were obtained for a cosine heating 
variation with xs, 

Qs = Qr + QA\i-cos j (30) 

and for linear and cubic variations as a function of distance s 
along the unknown boundary 

qs=qr[l+A(s/w)"] « = 1,3 (31) 

Each set of results is presented in two parts. First, the shapes 
are given for various H values, where H is the height of the 
rectangle in Fig. 4, and is a convenient quantity to keep fixed 
for each case during the mapping process. The dimensionless 
group of physical quantities that governs the solution is on the 
left side of equation (21). This can be determined in terms of 
H since INT F(ZS) is found from the calculations. The 
dimensionless group is given in the second part of each figure 
and is used to express the results in the first part in terms of 
physical variables. 

The cosine heating variation in equation (30) has an am
plitude qA and a mean heat flux qr + qA. Figure 6(a) gives the 
shapes of the porous medium as a function of H/it and the 
dimensionless amplitude qAi' (qA + qr). When the heating is 
uniform, qA = 0, the region is of uniform thickness, ys/w = 
H/ir. The relation between H and the parameter containing 
physical quantities is shown in Fig. 6(b). The factor INT 
F{XS) in equation (21) is 1 + A/(n + 1). To use these results, 
the ordinate of Fig. 6(b) is calculated from the given physical 

conditions, and the H/T found from the curves. The shape of 
the porous region can then be interpolated from Fig. 6(a). 

For the heating function in equation (31) the shapes of the 
porous regions are in Fig. 7(a) for a linear variation (« = 1), 
and in Fig. 1(b) for a cubic variation (n = 3) as a function of 
s. For negative A, the linear heating results are not needed, 
since for the same total heat addition the heating variation 
has the same straight line shape as for positive A, except with 
the opposite slope; the resulting shapes are the same as for 
positive A except that the thickness increases with xs in an 
opposite way to those in Fig. 1(a). 

From Fig. 7(c), it is evident that the regions having a small 
average thickness (small HI a) provide good cooling so that 
they correspond to the combination of a low surface tem
perature and a large imposed surface heat flux. Since locally 
thin regions provide large cooling flows, the thickness 
variation tends to be inverse to the imposed heating variation. 
The amplitude of the thickness variation relative to the 
average thickness is generally much less than the 
corresponding amplitude of the heating variation relative to 
its mean value. This relative thickness variation increases as 
the average thickness decreases. For the cubic variation, the 
surface heating varies most rapidly in the region where s/w ~ 
1, causing the thickness of the region to change most rapidly 
toward the right side of the figure. 

Figures 6 and 7 provide results for a variety of heating 
variations. These examples give the designer a good indication 
of how a porous cooled medium should be shaped to avoid 
hot spots in an environment that provides nonuniform surface 
heating. The analytical technique has provided a convenient 
means for solving the inverse problem to yield the geometry 
that will provide a uniform surface temperature when a 
spatial variation of surface heating is imposed. 
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Free Convection Diffusion Flames 
With Inert Additives 
An analysis of laminar, free-convection, diffusion flames burning on a vertical fuel 
surface is presented. The study is directed towards determining the effects of inert 
additives on the boundary layer structure and burning rates. Results are presented 
for several classes of inert additives using polymethyl methacrylate burning in air as 
the base system. The use of a fuel-phase additive to release noncombustible gases is 
modeled by varying the parameter YFT, the mass fraction of fuel in the gaseous 
products ofpyrolysis. The effects of an additive which promotes char formation is 
modeled by varying the heat of pyrolysis per unit mass of gaseous pyrolysate 
released for combustion. The effects of a spray of water droplets on a wall fire is 
modeled by a combination of the release of a noncombustible gas and a surface heat 
sink which results from evaporation of water droplets at the fuel surface. The water 
spray calculations predict an extinction limit which is within a factor of two of 
experimental results. 

Introduction 

In this paper an analysis is presented for a free-convection, 
diffusion flame burning on a vertical, solid fuel surface. This 
flame system is of particular interest in the area of fire 
research. Since we assume the flow to be laminar, direct 
application of the results is limited to the early stages of wall 
fires and to small scale flammability tests involving vertical 
fuel surfaces. However, a general problem in the area of fire 
research has been the difficulty of interpreting experimental 
results on a theoretical basis. Laminar flow analyses, based 
on the fundamental equations of fluid mechanics, can lead to 
greater understanding of the factors affecting heat transfer, 
burning rates, and extinction limits in solid fuel combustion. 
In this paper attention is directed to the effects of several 
types of inert additives on the combustion characteristics of 
solid fuels. 

The first analysis of free convection burning on a vertical 
fuel surface was presented by Kosdon et al. [1] in connection 
with experiments on the burning of vertical, cellulose 
cylinders. Having obtained an analytical relationship between 
burning rate and heat of pyrolysis, they used their measured 
burning rate to calculate an effective heat of pyrolysis for 
cellulose. A more extensive set of numerical calculations for 
the same problem was made by Kim et al. [2] who plotted the 
burning rate as a function of mass-transfer parameter, B, and 
stoichiometric ratio, r. Additional solutions combining forced 
and free convection have been given by Shih and Pagni [3]. 
The foregoing analyses included several physical ap
proximations which considerably simplify the mathematical 
structure of the equations, viz., Lewis number equal to one, 
infinite chemical reaction rate, and neglect of radiative heat 
transfer. The effects of radiation were studied by Sibulkin et 
al. [4] who found that gas phase radiation from the flame to 
the fuel had a negligible effect on burning rates, but that 
inclusion of radiation from the hot fuel surface significantly 
decreased the burning rates. Fuel surface radiation becomes a 
significant factor for solid fuels (as opposed to liquid fuels) 
because of their higher surface temperatures during com
bustion. However, when surface radiation is included in the 
formulation of the problem, it is no longer possible to obtain 
a similarity solution of the equations, and in [4] a "local 
similarity" approximation was made. The effects of using 
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finite rate chemistry (which again increases the mathematical 
complexity of the problem) were examined by Sibulkin et al. 
[5] using the local similarity formulation and a one-step 
global chemical reaction. Using property values for PMMA 
(polymethyl methacrylate) burning in air, they found that 
finite rate chemistry had a very small effect on burning rates 
when combustion occurred but that the specific reaction rate 
parameters significantly affected the extinction limit. The 
effect of nonunity Lewis number has recently been in
vestigated by Sibulkin and Malary [13] who find a moderate 
increase in burning rate as Lewis number increases from 0.5 to 
2.0. 

The results given in this paper are based on the use of the 
infinite reaction rate model (which is also known as the 
flamesheet approximation). The effects of several types of 
inert additives are examined. In the first set of calculations, 
additives which transfer mass into the gas phase are con
sidered for two types of pyrolysis behavior: (f) zero heat of 
pyrolysis of the inert material, and (if) heat of pyrolysis of the 
inert equal to heat of pyrolysis of the fuel. The next set of 
calculations models a char forming additive which reduces the 
fraction of the solid fuel which is volatilized. The final set of 
calculations models the effects of directing a uniform spray of 
water droplets at the burning surface. 

Since these analyses contain a number of simplifying 
assumptions, the results should be used as a guide to un
derstanding the way in which different types of inert additives 
modify the burning of solid fuels. 

Analysis 

The analysis given in this paper applies to laminar, free-
convective burning of a vertical, thermally thick fuel surface. 
A flame sheet model is used, and the unity Lewis number 
approximation of the previous analyses is retained. Ad
ditional assumptions made are: (f) the products p\x, pk and 
P2D are constant, i.e., independent of temperature and 
composition; (if) the gases are ideal and the molecular weight 
and specific heat of the gas mixture are constant (these 
assumptions are used to relate the buoyancy force to the gas 
temperature); (Hi) the gas is optically thin to thermal radiation 
from the wall and gas phase radiation to the wall may be 
neglected. 

When the binary diffusion coefficients are assumed equal, 
thermal diffusion is neglected, and the Lewis number is set 
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equal to one, the conservation equations are (see, e.g., 
Williams [6]): 
Mass 

d(pu)/dx+d(pv)/dy = 0 (1) 

Momentum 

pu(du/dx) +pv(du/dy) = (d/dy)[n(du/dy)] 

+ [g (p . -p ) l (2) 
Energy 

pu(dh/dx) + pv(dh/dy) 

= (d/dy)[(k/Cp)(dh/dy)] + q£' (3) 

Species 

pu(dYj/dx) + Pv(dYj/dy) = (d/dy)[pD(dYj/dy)] 

+ mj" (4) 

where j = F(fuel) or O(oxygen) and the notation is defined in 
the Nomenclature. 

A one-step chemical reaction of the form 

l(kg fuel) + ^(kg 0 2 ) — vp(kg products) 

+ /*c(kJheat) 

is assumed. The resulting relationship between the mass and 
energy source terms is 

q£'=-mP'hc=-mghc/Vs (5) 

These inhomogeneous source terms can be eliminated by 
defining the Schvab-Zeldovich variables 

PFo'YF-(Y0-Y0ia,)/v, 

pFT-YP+(h-ha.)/he (6) 

Substituting equations (6) and (5) into equations (4) and (3) 
gives 

pu(dPi/dx) + Pv{dPi/dy) 

= (d/dy)[(k/cp)(dpi/dy)] (7) 

The boundary conditions applying to equations (1 - 4 ) at.y 
= oo are 

u=o,h=ha,,Y0 = Y0,a, (8) 

The boundary conditions at y = 0, which are more complex, 
are given by the following: 

u = Q,h = h„ (9a) 

The fuel mass balance 

m?YFT = m?YFiW-(pD)w{dYF/dy)w (9b) 

where YFT is the mass fraction of fuel in the volatile products 
of pyrolysis. The energy balance 

(k/cp )w(dh/dy)w = mfhp + q'ns (9c) 

where hp is the heat of pyrolysis per unit mass of volatile 
products of pyrolysis and q'^s = e a ( T t — 7^,). 
Here use has been made of the assumption that the boundary 
layer is optically thin. The temperature, T, is determined from 
the enthalpy using the constant specific heat assumption and 
the flamesheet conditions 

Y0 = 0 for y<y/s 

YF = Ofmy >yfs (10) 

The conservation equations and boundary conditions are 
now transformed from the independent variables (x,y) to 
independent variables (s,rf) using 

s = 2ci/3x,/2r, = clX" >V (p/Pr)dy 
Jo (11) 

where 

C^tghc/tCpTnVr1)1 

The mass conservation equation is satisfied by the use of the 
stream function, \p, given by 

pu = pr(d\p/dy) pv= -pr(d\j//dx) 

N o m e n c l a t u r e 

specific heat at constant 
pressure 

D 
F 

g 
3TX 

h 
hc 

K 

k 
m 

m* 

P 

Pr 
Q 
s 

= constant, equation (11) 
= mass diffusivity 
= fraction of surface 

covered by water droplets 
= acceleration of gravity 
= G r a s h o f n u m b e r , 

gh^/Av^CpT^ 
= thermal enthalpy 
= heat of combustion per 

unit mass of gaseous fuel 
= heat of pyrolysis per unit 

m a s s of g a s e o u s 
pyrolysate 

= thermal conductivity 
= mass flux 
= nondimensional mass 

flux, equation (19) 
= (i) pressure; (ii) non-

dimensional velocity, 
equation (13) 

= Prandtl number 
= heat flux 
= nondimensional stream-

wise coordinate, equation 
(11) 

T 
u 
V 

W 

X 

y 
Y 

YFT 

PFOI&FT 

e 
V 

e 

A» 
V 

"s 

= temperature 
= streamwise velocity 
= normal velocity 
= molecular weight of gas 

phase mixture 
= streamwise coordinate 
= normal coordinate 
= species mass fraction 
= mass fraction of fuel in 

gaseous pyrolysate 
= Schvab-Zeldovich varia

bles, equation (6) 
= surface emissivity 
= nondimensional normal 

coordinate, equation (11) 
= nondimensional enthalpy 

(temperature), equation 
(13) 

= viscosity 
= kinematic viscosity 
= stoichiometric 

oxygen/fuel 
mass ratio 

£ = 

P = 
a = 

Subscripts 
C = 
F = 
I = 

O = 
T = 

W = 
r = 

Rs = 
w -
00 = 

Superscripts 

'" = 

nondimensional stream 
function, equation (12) 
density 
Stephan-Boltzmann con
stant 

combustion 
fuel 
inert 
oxygen 
total 
water 
reference 
surface radiation 
surface (wall) 
ambient 

per unit area 
per unit volume 
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1.0 

.4 

.2 

Table 1 Properties used in calculations 

0 .2 

Fig. 1 Effect of inert gas injection on burning rates; hpl = 0 

( y /x )Gr x 

Fig. 2 Boundary layer temperature profiles: hpj = 0 

and a nondimensional stream function £ (s,rj) is defined by the 
relation 

^AvrC.x^Hs^) (12) 

Finally a nondimensional streamwise velocity, p, and a 
nondimensional enthalpy, 6, are defined as 

p = d$/di, 6={h-ha,)/hc=(.T-T«,)/(hc/cp) (13) 

The use of equations (11-13) transforms equations (2) and 
(7) to partial differential equations in the independent 
variables s, r;. When the radiation term in equation (9c) is 
absent, the system of equations and boundary conditions is 
independent of the streamwise variable, s. When the radiation 
term is included, we use an approximation technique known 
as "local similarity" in which terms containing d( )/ds 
(which are small compared to the remaining terms) are 
neglected. The resulting equations are 

p" +1&' -2p2 + d = 0 (14) 

with 

£ = £(0)+joVij (15) 

and 

(1/Pr)ft"+3£A'=0 (16) 

where ( ) ' = d ( )/dr\. The associated boundary conditions 
at 7j = oo are 

P = I3FO = PFT = 0 (17) 

Gas phase (air) 

P = 
Too = 

Tr = 
Pr = 
"r = 

CP = 

wm = 
Pr = ^0,oo = 

1 atm = 1.013x 
298 K 
660 K 
0.5235 kg/m3 

59.55 x l 0 ~ 6 m 2 

1.3kJ/kgK 
28 kg/kg-mole 
0.7 
0.233 

Fuel phase (PMMA) 

hc = 

V _ 
e = 

26560 kJ/kg 
1590kJ/kg 
660 K 
0.9 

105 N/m 

/s 

Fig. 3 Effect of inert gas injection on burning rates: hp j = hpf 

(y/x)Gr^ 

Fig. 4 Boundary layer temperature profiles: hpj =hpF 

The boundary conditions at r; = 0 are 

P=O, e=ew 

Ph> = 3PrS[YFT-pF0+{Y0ttB/vsy\ 

Ph = ^^[Ypr-pFT+ew-{hp/hcy\ 

+ RPr(hp/hc)s
m 

where 

e < 7 ( 7 t - 7 l ) 

(18a) 

(186) 

•(18c) 

R = 
f2Prvrhpcr 

Results for the burning rate, i.e., the total mass flux at the 
wall, rrij, will be presented in terms of the nondimensional 
parameter, m\, defined by 

•3f(0) = 
mfxWA 

(19) 
Pr"rCl 

A nondimensional fuel flux at the wall, trip, is defined in a 
similar manner. The two parameters are related by mF = YFr 
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0.4 

0.2 

Tp,F 

Fig. 5 Change in burning rate due to a char forming additive: YFT = 1 

8 .06 -

( y / x ) G r , 

Fig. 6 Boundary layer temperature profiles for the case of a char 
forming additive: YFT = 1 

w a t e r drople ts 

Fig. 7 Heat and mass flux vectors for the case of a uniform water 
droplet spray impinging on the surface 

Method of Solution 

The mathematical problem to be solved is the system 
consisting of equations (14-18), together with equations (6) 
and (10). The numerical method of solution selected is to 
replace these equations and boundary conditions by their 
finite difference equivalents, and to solve the system by 
iteration. The nonlinear terms are approximated using the 
technique of quasi-linearization (see [7] and [8]). This ap
proach eliminates the well-known difficulties associated with 
the use of marching techniques to solve two-point boundary 
value problems. The method is also well suited to calculations 
using finite chemical reaction rates. Further discussion of the 
method of solution is given in [5] and [9]. 

Results and Discussion 

Calculations have been made for inert materials added to 
PMMA burning in air. The properties used in the calculations 

are listed in Table 1, and it is implicitly assumed that these 
properties are not altered by the inert materials. The reference 
conditions have been chosen at Tr = 660 K, which is equal to 
a value of Tw that is characteristic of PMMA burning in air; 
the value of vr is for nitrogen at that temperature. A value of 
the boundary condition 6.„ = 0.0136 is used which is based 
upon the enthalpy of nitrogen at T„. An average value of cp 
has been chosen which gives the correct adiabatic flame 
temperature at the flamesheet for the base case of complete 
combustion of PMMA. Using these properties, the value of 
the parameter cx is 466.6 m - 3 M . 

Mass Transfer Effects. Inert fuel phase additives may act 
by reducing the concentration of fuel in the pyrolyzed 
material injected into the boundary layer. Two cases of this 
type are considered: an inert heat of pyrolysis hpJ = 0; and an 
inert heat of pyrolysis hPyI = hpF. To illustrate the mass 
transfer effects most clearly, wall radiation is not included for 
these cases. 

The first case can be interpreted as complete burning of a 
pure fuel with superimposed blowing. For this system hp = £ 
Yk hPtk = YFT hPtF. The pyrolysis rates1 for this case are 
shown in Fig. 1. For values of YFT decreasing from 1.0, the 
total burning rate mT increases while the rate of fuel 
gasification mF decreases. The boundary layer temperature 
profiles for this case are shown in Fig. 2. As YFT is decreased, 
the flamesheet temperature decreases, and its distance from 
the wall decreases. The net result of these changes is a 
reduction in the heat flux to the wall. (Since the heat flux is 
purely convective, it is proportional to the temperature 
gradient at the wall.) However, even though the heat flux 
decreases as YFT decreases, hp decreases more rapidly which 
leads to the increase in m\ shown in Fig. 1. 

The pyrolysis rates for the case hpj = hpF are shown in 
Fig. 3. There is a range of YFT from 1.0 to 0.4 for which the 
burning rate m\ is nearly constant. It is interesting to note 
that since hp is independent of YFT, the mass-transfer 
parameterB = [Y0,<*>(hc/vs) —cp (Tw - T^/hp is also 
independent of YFT for this case; thus mT — constant is not 
unexpected.2 For YFT < 0.4, mf- decreases substantially and 
an extinction limit is reached at YFT = 0.06. 

These results can be understood more clearly by considering 
the temperature profiles shown in Fig. 4. As YFT is decreased, 
the flamesheet temperature decrease is accompanied by a 
rapid movement of the flame towards the wall. The result is 
that the temperature gradient at the wall (and thus the heat 
flux) remains nearly constant until quite low values of YFT. 
Since the rate of heat release at the flame decreases as mF 
decreases, the fraction of the heat of combustion which is 
transferred to the wall must be increasing as YFT decreases. 
As the extinction limit is approached, the heat flux to the wall 
is found to approach the heat release rate at the flame. (This 
extinction limit is primarily of "academic" interest, since the 
flamesheet approximation, i.e., the assumption of an infinite 
chemical reaction rate, is not valid at the low flame tem
peratures corresponding to small values of YFT.) 

Char Formation Effects. A number of fire retardant 
additives alter the pyrolysis process in such a manner that char 
formation is enhanced at the expense of volatile products. In 
this calculation we assume that all the pyrolyzed gas is fuel 
(i.e., YFT = 1) and that the value of hc is unchanged. For 
some types of fire retarded cellulose, the latter has been 
shown to be a reasonable approximation [10]. Thus the 
primary effect of char formation for these systems is to in-

It should be noted that for all the cases discussed in this paper, the physical 
rates m " at a fixed position x are proportional to the nondimensional rates, m*, 
since prvrc\ is a constant [cf., equation (19)]. 

2For droplet combustion (see, e.g. [6]), the burning rate is given by mT = 
(2irkd/cp)ln(l + B). Thus for constant B, the burning rate is independent of 
YFT. 
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Fig. 8 Surface heat loss rate due to combined effects of radiation and 
water evaporation (For the variable gfj's curve x = 10cm) 
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qj j , VARIABLE 

I.O 4,0 2.0 3.0 
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Fig. 9 The variation in fuel fraction YFT with water application rate: x 
= 10 cm 

crease hp, the heat of pyrolysis per unit mass of gaseous 
pyrolysate. The effect of this increase in hp on the burning 
rate mF is shown in Fig. 5. Wall radiation is again not in
cluded for this case. The results show that 

mF 
" hn mF(hp/hPtF=l) ,.p 

which implies that the heat flux to the wall is only weakly 
dependent on hp. The temperature profiles for this case are 
shown in Fig. 6. We again find that the decrease in flamesheet 
temperature is accompanied by a rapid movement of the 
flame towards the wall which actually results in a small in
crease in heat flux with increasing hp/hPiF. 

Water Spray Effects. A review of the literature on the 
extinction of wood fires by the use of water sprays has 
recently been given by Heskestad [11]. The effects of an 
approximately uniform spray of water droplets on the burn
ing rates and extinction limits of vertical plastic fuel panels 
was investigated by Magee and Reitz [12]. For 36-cm high 
PMMA panels they found that increasing the water ap
plication rate reduced the burning rate and led to extinction at 
values of m'w of 1.7 x 10~4 and 2.0 X 10"4 g/cm2s for two 
significantly different spray droplet sizes. Based upon visual 
observations, they estimated that at least 95 percent of the 
applied water reached the surface. 

A model for this process is shown in Fig. 7. It is postulated 
that water droplets at T = T„ reach the surface without 
affecting the boundary layer, and that the droplets sub
sequently vaporize to superheated steam at T = Tw. This 
results in a rate of mass injection m'w into the boundary layer 

q" CONSTANT 
Rs 

q" VARIABLE 

~1 

0 1.0 4.0 2.0 3.0 

m^ x |0 4 (g/cm2s) 

Fig. 10 The effect of water application rate on the burning rate: x = 10 

which is equal to the water application rate, and in a surface 
heat sink q'w = m'w [h„(g) - h„(l)]w where h660(g) 
- h29s (/)] = 3145kJ/kg. In addition to these fluxes, the heat 
loss qZs due to surface radiation is included in the following 
calculations. Because radiation is included, a specific value of 
x must be specified in order to determine the value of s in 
equation (18c). The value selected is x = 10 cm. 

Since the precise effect of water droplet deposition on 
surface radiation is unknown, two limits are considered. As 
an upper limit, a constant value of q'^s = ea(T\, - 7 ,̂) is 
used. To obtain a lower limit, a variable value of q'^s = (1 -
F)ea(Tl - Tt) is taken where F is the fraction of the surface 
covered by water droplets. By means of an analysis which 
considers only the heat flux from the flame to the water 
droplets on the surface, a simple expression for F as a func
tion of water application rate can be obtained (Appendix A). 
Since heat transfer from the solid fuel to the water droplets 
has been neglected, the analysis gives an upper limit for F and 
thus a lower limit for q%s. The total surface heat loss rate, q£s 
+ q'w, is shown in Fig. 8 for these two limits. 

For the water spray problem 

YFT = m't/(m'w + m'£) (20) 
where the burning rate mF depends directly on YFT and in
directly on m'w through the surface heat loss rate (Fig. 8). 
Thus, a trial-and-error procedure is necessary. At a fixed 
value of m'w, a curve of m'F versus YFT is generated and the 
solution satisfying equation (20) is found. This procedure 
leads to a critical value of m'w above which equation (20) 
cannot be satisfied. The results of these calculations are 
shown on Fig. 9 for YFT and on Fig. 10 for mF. As the water 
application rate m 'w increases, the fuel fraction YFT decreases 
and this leads to a reduction in the (nondimensional) burning 
rate mF. Upper limits for the water application rate are found 
atmw = 2.7 x 10"4 g/cm2s for the constant q'^s input and at 
m'w = 4.2 for the variable q#s input. 

The qualitative behavior shown in Fig. 10 is similar to that 
found in the experiment [12] referred to above. Before 
comparing the extinction limits a number of cautions must be 
stated. The present analysis is for a laminar flame at a value 
of x = 10 cm while the available experimental results are for a 
36-cm high plate with turbulent flow over much of the plate. 
The present analysis uses the thin flame approximation. This 
approximation has been shown [5] to satisfactorily predict 
burning rates at conditions away from extinction, but the 
extinction limit itself is sensitive to the reaction rate 
parameters used in the calculation. For the present problem, 
the thin flame results provide an upper bound on the water 
application rates leading to extinction. These calculated thin 
flame extinction limits (m'w *• 3 - 4 x 10~4 g/cm2s) are 
roughly twice the values ( m j » 2 x 10 -4 g/cm2s) found in 
[12]. It is also interesting to note that for a variety of ex
perimental wood fires tabulated in [11] the water application 
rates at extinction were in the range mj, = 1 - 3 x 10"4 
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g/cm2s. We are thus encouraged to .believe that the model 
developed in this paper provides a useful guide for the study 
of water spray effects on solid fuel fires. 
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A P P E N D I X A 

Estimate of Fraction of Surface Covered by Water 

When a uniform spray of droplets impinges on a surface at 
a rate, h ", the steady-state droplet population per unit surface 
area, n ", is releated to the lifetime, T, of a droplet by 

n"=h"r (Al) 

Assuming that the drops have a diameter, Ad, after impact on 
the surface and do not overlap, the fraction of the surface 
covered by water is 

F=n"Ad = n"AdT (A2) 

The lifetime of a droplet is estimated from a simplified energy 
balance in which heat flux from the flame causes evaporation 
of water from the surface of the drop so that 

q'^Adr=mdhh (A3) 

where md is the mass of a drop and hfg is the heat of 
evaporation. Eliminating r from equations (A2) and (A3), 
and using m'w - mdh" then gives 

F=m'{vhhlq
1!, (A4) 

for the fraction of the surface covered by water. As a con
sequence of the simple nature of the energy balance used, the 
value of Fis independent of Ad. 
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Boundary Integral Equation 
Method Calculations of Surface 
Regression Effects in Flame 
Spreading 
A solid-phase conduction problem that is a modified version of one that has been 
treated previously in the literature and is applicable to flame spreading over a 
pyrolyzing fuel is solved using a boundary integral equation (BIE) method. Results 
are compared to surface temperature measurements that can be found in the 
literature. In addition, the heat conducted through the solid forward of the flame, 
the heat transfer responsible for sustaining the flame, is also computed in terms of 
the Peclet number based on a heated layer depth using the BIE method and ap
proximate methods based on asymptotic expansions. Agreement between computed 
and experimental results is quite good as is agreement between the BIE and the 
approximate results. 

Introduction 

Theoretical determination of the rate at which a flame 
spreads over the surface of a solid fuel slab of finite thickness 
is known to be difficult. The discussion that follows here is 
restricted to the case where a wind, either forced or naturally 
induced, opposes the spreading flame. For this situation, one 
obtains a steady spread rate in contrast to the acceleratory 
character of flame spreading in a following wind, which 
would occur, for example, in upward flame spread in free 
convection. 

Simultaneous solution for the gas-phase temperature and 
species distributions and the solid-phase temperature field 
allows the flame spread rate to be determined as an eigen
value. The solution to the gas-phase problem provides 
boundary conditions for use in the solid-phase conduction 
problem. For example, solution to the gas-phase problem for 
a specified fuel-bed surface temperature distribution provides 
the heat flux to the bed. The surface temperature and heat 
flux then allow the spread rate to be determined from the 
solid-phase analysis. Iteration is required until the boundary 
conditions and the associated spread rate allow mass con
servation in the solid phase to be satisfied. 

That the problem is difficult stems from the facts that it is 
nonlinear and that the differential equations of interest are 
elliptic in character. In addition, the shape of the fuel bed is 
actually an unknown because the surface downstream of the 
leading edge of the flame regresses as the fuel that persists 
following passage of the flame is burnt. This feature of the 
problem has been ignored by most investigators. 

Several analytical efforts of merit, which allow the spread 
rate to be predicted, are the ones by de Ris [1], Frey and T'ien 
[2], Fernandez-Pello and Williams [3], and Sirignano [4]. The 
first three consider fuels, as we do here, that gasify prior to 
combustion so that the flame is in the gas phase, while the last 
is concerned with a bed that is oxidized on the surface. All 
introduce approximations that remove some of the 
nonlinearities or the elliptic nature of part of the problem to 
facilitate solution. None consider that the shape of the 
regressing fuel bed is unknown but rather assume that the 
fuel-bed surface remains in a single plane. 

The rate of heat transfer forward of a spreading flame is an 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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important quantity in flame spread theory, for it is this heat 
transfer that sustains the flame. Under certain conditions, as 
discussed herein, this forward heat transfer occurs by con
duction through the solid fuel. This is the case with which we 
are concerned exclusively. In addition, there have recently 
been advanced correlations for flame spreading that employ 
two dimensionless parameters [5, 6, 7]. One of these 
parameters is a dimensionless spread rate that compares the 
actual heat transferred forward of the flame to the maximum 
that could be transferred, if the flame were adiabatic and if 
the chemical reactions occurring in the flame proceeded at an 
infinite rate. The other parameter is a Damkdhler number 
that measures the actual rate at which the reactions take place. 
The dimensionless spread rate contains a characteristic length 
that represents the depth of heating normal to the fuel-bed 
surface. When the bed is heated across its entire thickness (the 
thermally thin case) there is no ambiguity as to what the 
heated depth is. But when the heated depth is less than the bed 
thickness (the thermally thick case), the depth depends on the 
shape of the regressing surface downstream of the leading 
edge of the flame, which in turn depends on how fast the gas-
phase reaction proceeds. The heated depth usually used in this 
case [1] is applicable when the rate of the gas-phase reaction is 
infinitely fast, and the downstream fuel surface regression is 
negligible. 

In the following, we use a boundary integral equation (BIE) 
method to solve a solid-phase conduction problem pertinent 
to flame spreading over a solid fuel that gasifies prior to 
combustion. The problem that we consider is a modified 
version of the one considered by Fernandez-Pello et al. [8]; 
the analysis techniques, however, are different. We use the 
same temperature and heat flux boundary conditions as in [8], 
but we allow the fuel surface downstream of the leading edge 
of the flame to regress to a plane that lies at angle <£ (see Fig. 
6) with respect to the unburnt fuel-bed surface. The angle <f> is 
allowed to vary from 0-90 deg whereas in [8] only 0 = 0 deg 
and 4> = 90 deg were treated. In addition, the Peclet number of 
the solid, which is based on the flame spread rate and fuel-bed 
half thickness, takes on finite values. For <f> = 0 deg in [8], the 
Peclet number approaches infinity. 

For the computations, the spread rate is specified, not 
predicted, because, rather than spread rate prediction, our 
purpose here is to seek (a) a solid-phase analysis method that 
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Flg.1 PMMA sample cross section showing ~, ~ coordinate system

could be coupled to a gas-phase analysis to yield the spread
rate without being restricted to limiting cases such as infinite
bed thickness or particular boundary conditions, (b) an
estimate of the importance of surface regression, and (c) a
correction factor, which is equation (10), to be used in the
dimensionless flame spread correlations mentioned above.
Approximate boundary conditions consisting of a com
bination of the surface temperature and the surface heat flux
are used to solve for the unknown surface temperature and the
heat that is conducted through the fuel bed upstream of the
spreading flame. The surface temperature results are com
pared to the measurements and analytical results of Fer-

---- Nomenclature

nandez-Pello et al. [8], and the upstream heat flux com
putations are compared to approximate methods that we also
develop below.

Theoretical Problem

The problem we consider is the following: a rectangular
slab of fuel of thickness 2T is being consumed by a gas-phase
flame on both sides of the slab that is spreading at a steady
speed, VF, into a wind moving at speed (Vg - VF ) where
Vd Vg is invariably small. It is apparent that the problem is
symmetrical about a center plane located a distance, T, from
each surface of the unburnt slab. Thus, we consider a bed of
thickness T, that is, insulated on one surface with a flame on
the other.

The activation temperature, Ta , for fuel gasification or
pyrolysis is taken to be large with respect to the temperature,
Tv, at which most of the gasification takes place. Two con
sequences of this assumption are that the gasification is
restricted to a thin layer at the fuel-bed surface with the bulk
of the bed being an inert solid, and that all the gasification can
be considered to take place at Tv [8]. The latter consequence
leads to the result that the flux of fuel from the solid to the
gas, m", is nearly constant in the region in which the fuel
vaporizes. Thus, we expect the gasifying surface to form a
nearly constant angle, equal to sin - 1 (m" / Ps VF) with Ps the
solid density, with respect to the unburnt fuel-bed surface.

Figure 1 shows a photograph of the cross section of one
half of a fuel bed of polymethylmethacrylate, (PMMA), with
2T= 2.54cm, that was burnt vertically downward in air. The
flame was extinguished prior to complete consumption of the
bed. We consider a coordinate system, (~, 'r/), anchored to the
flame and located near where the leading edge of the flame
would be. The bed then moves in the + ~ direction at speed
VF , and the gas moves in the same direction at speed Vg •

Because the flame spreads vertically downward,
Vg :::: (l'gllHcmox,,,,,/T,,,,icp ) 1/3 [5]. In this expression, pis the
kinematic viscosity, g is the acceleration of gravity, IlHc is the
heat of combustion of gas-phase fuel, mox,,,,, is the mass
fraction of oxygen in the oxidizing environment (air in this
case), T "" is the ambient temperature, i is the mass of oxygen
needed to oxidize fully a unit mass of fuel, and cp is a gas
phase specific heat.

For a positive axial coordinate, ~, the fuel-bed surface is at
a nearly constant angle with respect to 'r/ = 0 except near the tip
of the bed at largest ~. Near the tip, there is considerable
evidence of in-depth gasification, so in this region the model
of an inert solid must break down. However, we are prin
cipally concerned with a region that is no more than a few
characteristic thermal lengths, a s / VF , on either side of the

cp

g
G

mil

specific heat
acceleration of gravity
Green's function
mass of oxygen per unit
mass of fuel
modified Bessel function
ambient oxygen mass
fraction
surface mass flux of
vaporizing fuel
unit normal
Peclet number, Vgas / VFag
Peclet number, VFTp/as
Peclet number, VFT/as

r radial coordinate
s surface coordinate

Ta :::: activation temperature for
fuel gasification or
pyrolysis

Tv :::: fuel vaporization tem
perature

T"" ambient temperature
v arbitrary function

VF :::: flame spread rate
Vg :::: gas velocity

x,y :::: dimensionless coordinates
a :::: angle

fXg thermal diffusivity of gas
phase

thermal diffusivity of solid
phase
delta function
heat of combustion
Pestana
dimensionless temperature
constant
kinematic viscosity
coordinates in physical
variables
fuel-bed half thickness
thermal penetration depth
solid-phase density
angle
modified dimensionless
temperature

Journal of Heat Transfer NOVEMBER 1982, Vol. 1041735

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



flame attachment point, £ = 0. Thus, the tip region should 
have little influence on the temperature field of interest. 

The mathematical statement for the temperature field in the 
solid consists of the heat conduction equation with ap
propriate boundary conditions. Because here we deal only 
with the solid phase, the temperature field and the surface 
heat flux are determined for a specified (actually ex
perimentally measured) spread rate, if either the temperature 
or the heat flux is specified at each point on the surface. In the 
•actual flame spread problem, the spread rate would be the 
unknown and the surface temperature and heat flux known 
from the solution to the coupled gas-phase problem as 
mentioned above. 

The differential equation, for constant properties, and 
associated boundary conditions are: 

Pe, 01-
dx' 

d2e d2e 
a5? + ~df 

— =0forj 
by 

• ! , * < • 

1 

de 
Yy 

tanr/> 

9 = 0 as x oo 

1 fory= —x tan <j> 

= 0for.y = 0,x<0 

(1) 

(2) 

(3) 

(4) 

(5) 

In the above formulas, Pes is the solid-phase Peclet number, 
VFr/as, x and y are £ and TJ, respectively, measured in the 
units of T, and 6 is the temperature above ambient measured 
in the units (TV~T„). 

The applicability of equations (1-4) is apparent. Equation 
(5) presumes an adiabatic surface forward of the flame and 
thus requires comment. The flame spreads over the surface of 
the fuel bed by transferring heat forward of itself to heat the 
virgin fuel so that a small amount of gasification takes place 
upstream of the position where 0=1. This gas-phase fuel then 
begins to react with the surrounding oxidizer, and the flame 
moves forward heating the surface beneath it to 0=1. For 
downward spread over slabs of PMMA, the forward heat 
transfer takes place either by conduction through the solid or 
through the gas ahead of the flame or by a combination of 
both. In any of these cases, radiation is unimportant for 
downward spread because the view factor between the flame 
and unburnt fuel is small. Thus, we expect equation (5) to 
apply only when solid-phase heat conduction is the 
predominant mode of heat transfer forward of the flame. 

If, on the contrary, the forward heat transfer is 
predominantly through the gas phase, equation (5) is inap
propriate because then a heat flux from the gas to the solid 
upstream of x = 0 is required to maintain the spreading flame. 
This situation will not arise if the characteristic length for 
streamwise conduction in the solid is greater than that in the 
gas, i.e., if the gas-phase Peclet number, Peg, based on the 
characteristic length for forward heat conduction in the solid, 
which in this case is as/VF, exceeds unity [3]. Practically 
speaking, at least for downward spread on PMMA or for 
spread over PMMA into an opposing flow of oxidizer, Peg is 
large near extinction [6,7]. Far from extinction, Peg is small, 
and gas-phase forward conduction dominates [6,7]. 

Other approximate boundary conditions than the ones we 
have imposed here along y = 0 for x < 0 and y = — x tan 4> have 
been employed by others when Pes is specified. As long as the 
conditions are based on sound physical reasoning, the results 
obtained using them are apt to be valid. Sibulkin et al. [9], 
neglecting surface regression, used an exponentially decaying 
heat flux to the solid along y = 0 on either side of x = 0. It is 
easy to show that their results are identical to ours as Pes —0. 
This is quite understandable physically because as Pes—0, 6 
becomes a function of x alone, and so it is impossible to 

• Expe r imen t , Ref. [ 8 ] Pes « 0 .78 

- o - B I E 4, = 10° 

— Theory, Ref. [ 8 ] 

Fig. 2 Upstream surface temperature for downward spread on a 
PMMA sample with Pes = 0.78 and 4, = 10 deg 

1 1 1 
® Exper iment , Ref, [ 8 ] P e 5 = 0 . 8 7 

- o - BIE 4, = | 0 ° 

Theory, Ref. [ 8 ] 

Pe X 

Fig. 3 Upstream surface temperature for downward spread on a 
PMMA sample with Pes = 0.87 and </> = 10 deg 

® E x p e r i m e n t , Ref. [ 8 ] Pes = 2 . 8 3 

- o - B I E 4, =10° 

Theory, Ref. [ 8 ] 

- 3 . 0 

Pe5 x 

Fig. 4 Upstream surface temperature for downward spread on a 
PMMA sample with Pes = 2.83 and 0 = 10 deg 

• Expe r imen t , Ref. [ 8 

- o - B I E 

Theory, Ref. [ 8 ] 

P e s x 

Fig. 5 Upstream surface temperature for downward spread on a 
PMMA sample with Pes = 5.66 and 0 = 10 deg 
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transfer heat across the surface y = 0; hence the fuel bed is 
effectively insulated for x<0, which is our boundary con
dition exactly. 

As mentioned above, our principal solution technique is the 
boundary integral equation (BIE) method. We develop, in 
Appendix A, the basic elements of the technique as applied to 
the problem given by equations (1-5). The development 
results in an integral equation, which when solved for a 
particular Peclet number, Pe^, provides the surface tem
perature, if the temperature gradient is specified as a 
boundary condition, or the surface temperature gradient, if 
the surface temperature is specified, on the boundaries of the 
fuel bed. If the temperature distribution within the bed is 
desired, it can be found, following solution of the integral 
equation, by comparatively simple quadrature. 

We also develop, in Appendix B, an approximate analytical 
solution to the limiting case of small Pes tan a, where a = 
{K/2-4>). This solution complements the two limiting 
solutions developed in [8] for a = 0 and for Pes — oo with <f> 
= 0, and should apply near flame extinction [10]. 

Results and Discussion 

The boundary integral equation method was used to solve 
equations (1-5) for four values of Pes at which some of the 
data in reference [8] were obtained. Figures (2-5) show a 
comparison between the measured and computed surface 
temperatures as well as equations (Bl) and (B2) for x<0. The 
angles needed to make the computations were measured by 
burning samples vertically downward in air at the same values 
of Pes at which the data were taken, extinguishing the flame 
and measuring the angle on a photograph of the same cross 
section. Figure 1 is an example of one of the photographs used 
for this purpose; it corresponds to Pes = 5.66. We did not 
burn a sample corresponding to Pes = 0.87 [8], but because 
the other three values of Pes yielded </> = 10 deg, we used 10 
deg for a Pes of 0.87 also. 

It may at first glance seem odd that 0 is 10 deg for the Pes 
for which we measured 4> because <j> is approximately sin"1 

(m"/psVF). If m" is fixed, which would be the case here for 
a unique T„, then sin </> is inversely proportional to VF. The 
two largest Pes samples have the same VF, so we expect them 
to have the same <$>. For Pes = 0.78, VF is larger than for the 
larger Pes values, and it would appear that <j> ought to be less 
than 10 deg. But, experimental and theoretical results ([8] and 
[3]) indicate that as the surface temperature rises from am
bient at large negative x to the vaporization temperature, 
there is an overshoot in temperature such that near x = 0 the 
surface temperature exceeds the constant value eventually 
reached for positive x. Typically, the overshoot is about 30 K 
above the downstream value of T„ [8]. For Pes = 0.78, the 
overshoot occupies a substantial portion of the length of the 
regressing surface, causing m" for this Peclet number to 
exceed m " for the larger ones [8]. Hence, the tendency for <t> 
to decrease as VF increases as Pes decreases is balanced by the 
increase in m ", and </> remains equal to 10 deg. 

As can be seen from the figures, the computed results match 
the experimental results quite well. For the two larger values 
of Pes, the BIE results are very similar to equation (Bl), and it 
appears that for Pepc>-1 , equation (Bl) represents the 
experimental data slightly better than the BIE method does. 
For the two smaller values of Pes, there is a tendency for the 
experimental temperatures to be above the computed values 
for Pesx> - 1. Small values of Pes also imply small values of 
Pcg so that fuel-bed heating by the gas near x = 0 for these 
smaller Peclet numbers may be important. This mode of 
heating is not considered in the theoretical results and may 
cause them to underestimate the actual temperature near 
x = 0[8]. 

We estimate for these results, using Vg as noted earlier, that 

the gas-phase Peclet number varies from 2 to about 4.4. Thus, 
we expect solid-phase conduction to be the dominant process 
causing upstream solid heating. For a portion of the length 
over which the solid is heated upstream of x = 0, it will be 
heated by the gas near x = 0 and cooled by the gas for a 
portion of the length further upstream. The heating near x = 0 
extends over a longer length for the smaller values of Peg so 
the net effect is that for these values of Peg our computed 
temperatures are too low near x = 0. As the Peclet number 
increases, the results near * = 0 should improve. The cooling 
effect of the gas phase is less important than the heating effect 
because the gas-phase thermal conductivity is small compared 
to that of the solid, and the characteristic temperature dif
ference for cooling, Tv — Tm, is much less than that for 
heating, i.e., the difference between the flame and 
vaporization temperatures [3]. 

The heat conducted upstream of x = 0 is used to raise the 
temperature of the bed to 9 = 1 at x = 0 when y = 0. If we 
allow the heat conducted upstream of the flame to heat a 
dimensional depth, TP, to 6 = 1 at x = 0, then rp, the 
penetration depth, is related to the heat conducted, in 
dimensionless form, by 

V?TP f° d6 

— = I T - dy (6) 

as J - i « x=o 
where the left hand side of equation (6) is obviously the Peclet 
number based on the heated layer depth, Pe ,̂, and the right 
hand side is the dimensionless rate of heat conduction. When 
a is zero, Pep = Pe^ because the penetration depth is then T. 
When 0 is zero, Pep is unity because the characteristic length 
for heat conduction in the x and y direction is the same, i.e., 
a,/VF. 

It is usual to classify a fuel bed as thermally thick when 
as/VF< <T. But this classification is only useful when <j> is 
near zero and rp is about as/VF. As <£—7r/2, which it will 
near extinction, the solid is heated across its entire thickness, 
the definition of a thermally thin bed, even though cts/VF 
may be much less than T. For situations then where VFr/as is 
large, whether or not the fuel bed is thermally thick or thin 
depends on TP/T, which in turn depends on </>. We develop 
below approximate expressions that can be used to calculate 
Tp/r when the fuel bed is in a transition between being 
thermally thick and thermally thin as </> varies. 

Using equations (B3-B6), we can find an expression for Pep 
in equation (6) that is valid for small Pe5tan a. The result is 

Pe2 Pe3 

Pep = Pes - (tana) -j- + (tan2 a) -^ 

+ (tan2 a)Pe2 ][J 2 ^ { (1 - cosnir)2 + ' ' ' (7) 
« = i n "" 

where /3(«) is given in equation (B5). The first two terms on 
the right hand side of equation (7), which uses the solution for 
small Pe^ tan a to 0[Pe^tan a], have an interesting physical 
interpretation. Multiplying equation (7) by (as/VF)2 and 
retaining two terms on the right hand side we get 

The left hand side represents approximately the volume per 
unit width near x = 0 that is heated to nearly 8 = 1 because TP 
is the ^-direction conduction length, and as/VF is the re
direction conduction length. The first term on the right hand 
side is the maximum volume per unit width that could be 
heated to nearly 6=1 when the entire thickness at x = 0 is at 
0 = 1 . The remaining term accounts for the fact that the 
triangular cross section downstream of x = 0, of volume per 
unit width ^tan a/2, must be elevated to nearly 8 = 1 when a 
is other than zero. 

The physical interpretation of equation (8) can be used to 
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Fig. 6 Upstream heat transfer, Pep, as a function of a with Pes as a 
parameter 

find an approximate expression for the penetration depth 
when </>~0 and Pes— oo. As a result of the second 
requirement, the temperature field in the vicinity of x = 0 will 
be affected only slightly by conditions more than a few 
characteristic lengths, as/VF, downstream of x = 0. Thus we 
estimate that a volume, - {aj VF)2 tan 0/2, downstream of 
x = 0, does not need to be heated and that the penetration 
depth will be correspondingly increased. Because the volume 
heated when <j> = 0 and Pes-oo is (as/VF)2, this reasoning 
leads to the result that 

(9) 

or in dimensionless form we have 

Pe„ = 1 + 

>(%)' 

tan0 

tan$ 
2 

(10) 

The boundary integral equation method can also be used to 
calculate the forward heat conduction as a function of 4> with 
Pes as a parameter. Once the unknown boundary data are 
determined, equation (A5) may be applied to find the tem
perature field so that Pep may be calculated from equation 
(6). The computation is described in Appendix A. 

Figure 6 shows Pep plotted against a for several values of 
Pes. Curves labeled with the order symbols were obtained 
from the asymptotic expansion of 6 for small e, with e = Pes 
tan a, and the one labeled Pes~oo is the approximate ex
pression, equation (10), that should be valid for large e. The 
labeling of the latter curve may be somewhat confusing. In the 
real flame spread problem, <f> (or a) is not independent of Pes, 
but it is so in the conduction problem that we consider here. 
Because equation (10) is independent of Pes, it is applicable 
for infinite Pes as <j> varies, although realistically this is not 
possible. 

The three curves labelled Pes = 1, 1.5, and 5 were obtained 
from the BIE method. To calculate the value of Pe„ for 
Pes = 1.5 and 5 and a = 90 deg (i.e., </> = 0 deg), a boundary 

condition was needed that could be applied at some x location 
downstream of the origin. An approximate condition was 
obtained from the limit of Eqn. (Bl) as (y/x)2 -0 to retrieve 
the similarity solution that should obtain in this limit. The 
resulting 9 profile was applied at x = 5. 

For a = 0, the value of Pe„ must be equal to Pe^ regardless 
of the calculation technique. Near a = 0, the approximate 
solution to order e2 for Pes = 1 and 5 appears to be valid; it 
matches the BIE method solution there, for values of e of 
about 0.35 and smaller. For Pes = 5, the BIE method gives a 
value of Pe„ of unity for a = 90 deg, which is what is ob
tained from using the temperature field in equation (Bl), the 
exact solution for a = 90 deg in the limit as Pe^ —oo. Thus, it 
appears that Pe^ = 5 is large enough to be considered infinite. 
What is most remarkable about the results in Fig. 6 is that the 
approximate relation for Pep in equation (10) that we ex
pected to be valid for large e, (i.e., a near 90 deg), based solely 
on physical reasoning, nearly coincides with the BIE method 
results for Pes = 5 up to an a of about 12 deg! 

For a = 12 deg and Pes = 5, we have Pes tan a = 1.06, 
and so when e exceeds unity equation (10) appears to apply. 
As Pe^ increases, Pep must become independent of Pes, and 
the approximate expression will hold to smaller and smaller a 
because there we only need to require that e exceed unity. 

Conclusions 
The boundary integral equation method is an attractive one 

for the solid-phase conduction problem of flame spreading. 
Only surface temperatures and heat fluxes need to be com
puted if the temperature distribution in the solid is not 
desired. And, realistic conditions may be imposed for the 
shape of the regressing fuel bed downstream of the leading 
edge of the flame. No particular limits such as small or large 
Peclet numbers must be applied. Computer results from the 
method agree well with the limited amount of experimental 
data to which we have compared them. 

Computation of forward heat transfer, which allows the 
depth of the heated layer to be deduced, can be easily carried 
out with the boundary integral equation method. The BIE 
method results, for forward heat transfer, are the same as 
those that would be computed from the analytical results in 
[8] for 4> = 7i72 and <l> = 0, as long as for the latter condition 
Pes is about 5 or greater. 

Our results lend credence to approximate methods that were 
also presented. The utility of the approximate results is that 
analytical formulas result, e.g., for Pe,,, that are easy to 
incorporate into dimensionless correlations [7]. 
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A P P E N D I X A 

The BIE method applied to a set of equations, such as 
equations (1-5), results in an integral equation that requires 
only information (potential or flux) to be specified on the 
surface of the boundary to develop a solution for the 
unknown surface conditions (flux or potential). Following 
solution of the integral equation, the distribution of field 
variables can be found by comparatively simple quadrature. 
A discussion of the numerical techniques that we used to solve 
the integral equation (see references [11], [12], and [13]) or 
perform any necessary integration is beyond the scope of this 
paper. Also, our development, up to and including presen
tation of the free-space Green's function, is virtually the same 
as that of Sirignano [4], upon whose work we have relied 
heavily. 

The differential equation of interest here is M\p = 0, where 
the operator, M, is (v 2 - [Pe^/2]2), and \j/ is defined by 

0 = \te 2 (Al) 

For yp, the operator, M, and an unspecified function, v, 
Green's theorem yields: 

f( (vMt-^Mv)dA = & (vy-^-^-)ds (A2) 

where dA is a differential area element in region A, the cross 
section of the fuel bed, C is the boundary of A, ds is a dif
ferential element of arc-length on C, d\j//dn= v ^ / i , and 
dv/dn= v vn, with h the unit outward pointing normal on C. 

Now let v be the free-space Green's function, G, that 
satisfies 

MG=8(x-x0)5(y-y0) (A3) 

where 8 is the Dirac delta function. Due to properties of the 
delta function and because M\j/ = 0, equation (A2) becomes 

t(x0,y0) = § c \>J'(x,y) — . . ~G(x,y\ 
dn U,y\xa,y0) 

X o J ' o ) ^ -
on (x,y) 

ds (A4) 

A solution to the radially symmetric problem for G for 
r>0, wherer=[(x—x0)

2 +(y—y0)
2]U2, is a constant (i times 

K0(Pesr/2), the zero order modified Bessel function of second 
kind [4]. To fix /x, let C in equation (A4) be a disk of small 
radius, e. BecauseK0(Pesr/2)~ - ln(Pesr/2) for sufficiently 
small Pes/72, the second integral in equation (A4) vanishes in 
the limit whereas the first requires that ft be - l / 2 i r . Ex
pression (A4) for ^{x0,y0) thus has the form 

27r^0 , ,o )4 c(^(^r)g-^^0(^.))*(A5 ) 

Equation (A5) may be applied to determine i/- in A if \p and 
d\j//dn are known on C, and Pes is known. All three are in 
general not specified so that equation (A5) cannot at present 
be applied. For the problem we consider here, Pes and either \p 
or d\p/dn on C are specified. To determine the unknown 
boundary condition so that equation (A5) has utility, we 
compute the limit in (A5) as (x0,yo) in A approaches a point 
(X0, Y0) on C. The result of the limit process if C has a unique 
tangent plane at (X0, Y0) is [14] 

^X0,Y0) = ^c(K0(^r)fn-^lK0(^r))ds (A6) 

If (X0, Y0) occupies a "corner," the multiplier in front of \j/ 
in equation (A6) is no longer -K but is the interior angle in A 
formed by the corner. When the boundary is smooth the 
interior angle is obviously 7r, and hence so is the multiplier. 

Equation (A6) constitutes an integral equation for the 
unknown boundary information (either i// or d\p/dn). In the 
complete flame spread problem, \p and dx/y/dn on C would be 
specified from the solution to the gas-phase problem, and 
equation (A6) then becomes a relation for determining Pes. If 
the Peclet number so determined satisfies mass conservation 
in the solid phase, then the solution is complete, and the 
boundary conditions imposed on the solid phase are the 
correct ones. 

The BIE method, through equation (A5), permits 
calculation of the field variables at interior points. In the case 
of Pe,, (equation (6)), we need the value of the flux dd/dx 
along x = 0, but the computation can be made simpler by 
applying Green's second theorem. We use the differential 
equation to replace v 29 in favor of Pes dd/dx, realizing that 
dd/dx = 0 as x~ - oo and that dd/dy = 0 for y = 0 and y = 
- 1. Application of the divergence theorem and the condition 
6 = Oasjc oo then gives 

P e ^ P e . j ^ dy (A7) 

When equation (A7) is used, equation (A5) must be applied 
to determine 6 along the line x=0. Equation (A7) is easier to 
apply than equation (6) because 6 is easier to get than d0/dx 
using (A5) and it, unlike 30/dx, is not singular at the origin. 
For results presented here, the integral in equation (A7) was 
evaluated using four point Gaussian quadrature [14]. 

in which (x0 ,y0) is in A and (x,y) is on C. 

A P P E N D I X B 

Approximate Analytical Solution 

There are some obvious limiting conditions for the problem 
composed of equations (1-5). It is logical, and as we shall see, 
quite fruitful, to attempt to get analytical solutions for these 
limiting cases. Two limiting cases have been solved in 
reference [8], one for the condition that 0 = 0 and Pes-~ oo 
and the other for <j> = ir/2, which obtains near flame ex
tinction [10]. The result for </> = 0 and large Peclet number 
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from [8], which was obtained by converting the problem to a 
Wiener-Hopf one, is 

0 = erfc[[^Pe s((x2+.y2)1 / 2-x)] ] (Bl) 

For 4> = 7r/2, the result from [8] is 
0=e IV (B2) 

It is easy to get an approximate solution for small Pes tan a, 
where a = (ir/2-0), by constructing an asymptotic ex
pansion of the form 

0~0o + e0i+e202 + • • • (B3) 

with e = Pe^tana. To do so, the boundary condition along y 
= —x tan 4> is transferred to the position x = 0 (i.e., a = 0) 
as described by Van Dyke [15]. We assume that the 0, for /> 1 
are analytic in x as is 0O. The resulting problems for 0, can be 
solved by separation of variables giving 0O as in equation (B2), 

1 °° 2 
0, = - -e P e ^+ X) -5-2 [1 -cos(nir)]e0<n)xcos(«ir)') (B4) 

, 2 „=, « IT 
where 

Pei + (Pei
2+4«27r2)1/2 

(3(«) = 2 — (B5) 
and 

g2 = _L gPv + £ _ A _ _ £(„) [i _ Cos(/„r)]*C>V (B6) 

- ^ -j—j [1 + cos(.i7r)]e,3(")Jfcos(n7r)') 
n=\ n v 

^ r r ° ^ 2/3(«) 
+ 2 L , L 2 ,[l-cos(/»r)lycos(i»iy) 

cos(kiry)dy e^k)xcos(kiry) 

We tried to get an approximate solution for small tan <j> by 
seeking an asymptotic expansion for 0 as in equation (B3) with 
e = tan0. The boundary condition along y= — x tan <j> was 
transferred to y = 0, and the resulting problems for the 0,-
were formulated as Wiener-Hopf problems. The problem for 
0O is the same as the one solved in [8] for 0 = 0, except we did 
not allow Pes —oo. After failing to split the kernel in the 
problem for 0O, our search for the approximate solution 
ended. We show in the results section, however, that based on 
physical arguments it is easy to construct an approximate 
expression for the heat conducted upstream of x = 0 for small 
tan 4> when Pe^ is large. 
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An Experimental Study of Upper 
Hot Layer Stratification in Full-
Scale Multiroom Fire Scenarios 
This paper describes an experimental study of the dynamics of smoke filling in 
realistic, full-scale, multiroom fire scenarios. A major objective of the study was to 
generate an experimental data base for use in the verification of mathematical fire 
simulation models. The test space involved 2 or 3 rooms, connected by open 
doorways. During the course of the study the areas were partitioned to yield four 
different configurations. One of the rooms was a burn room containing a methane 
burner which produced either a constant energy release rate of 25, 100, or 225 kW 
or a time-varying energy release rate which increased linearly with time from zero at 
ignition to 300 kW in 10 min. An artificial smoke source near the ceiling of the burn 
room provided a means for visualizing the descent of the hot layer and the dynamics 
of the smoke filling process in the various spaces. The development of the hot 
stratified layers in the various spaces was monitored by vertical arrays of ther
mocouples and photometers. A layer interface was identified and its position as a 
function of time was determined. An analysis and discussion of these results are 
presented. 

Introduction 

In recent years there has been considerable research activity 
in the dynamic modeling of environmental conditions which 
develop in enclosed spaces as a result of hazardous fires. 
Attention was originally focused on single space enclosures 
with ventilation from single openings [1, 2, 3] (a closed or 
partially opened window or door). Work has recently been 
initiated on the development of computer programs which 
model the spread of combustion products through connected, 
multiroom configurations with multiple ventilation openings 
[4, 5, 6]. In order to gain confidence in these analytic tools, 
and to improve their predictive capability, comparisons 
between theory and full-scale experiments are required. To 
some extent such comparisons have already been successfully 
carried out [7, 8, 3]. 

A major goal of this mathematical modeling activity is to 
provide a tool for estimating the development of hazardous 
conditions in real fire scenarios. In terms of life safety con
siderations, one is particularly concerned with reasonably 
accurate modeling of the environmental conditions from the 
time of fire ignition until the time when life threatening 
conditions start to prevail. It is during such time intervals that 
successful fire detection and occupant egress must occur if a 
basic condition of safety is to prevail in an occupancy of 
interest [9]. The present experimental study is concerned with 
these relatively early time intervals which immediately follow 
the ignition of life threatening fires. 

Objective of The Study 

Enclosure fire models differ in a variety of ways. An 
example of where considerable variation exists is in the degree 
of detail in the physical description of the actual combustion 
zone located in the room of fire origin. In spite of such dif
ferences there is one feature which is common to all single or 
multiroom zone-type enclosure fire models; namely, a two-
layer description of the intraroom environmental conditions. 
In the two-layer description, the environment in each room of 
a modeled space is described by a uniform lower layer of 
relatively cool and unpolluted ambient air, and by a uniform 

upper layer of elevated temperature and partially diluted 
products of combustion. The two layers are assumed to be 
divided by a sharp horizontal material interface. In the room 
of fire origin, the products of combustion are diluted with 
entrained lower layer ambient air as they rise in a plume from 
the combustion zone itself to the developing upper layer. In 
the vicinity of open connecting doorways or windows, the 
upper layer and lower layer of the burn room exchange mass 
with the layer pairs of adjacent spaces. Similar continuous 
exchanges between all other connected adjacent spaces also 
takes place as the various upper layers continue to grow in 
depth, in temperature, and in combustion product con
centration. 

If the simulations of a specific mathematical model (which 
incorporates the two layer approach) are to be used with 
confidence for a given class of threatening fire scenario, then 
at least two prior conditions must have been met. The first 
condition is that the two-layer model is shown to represent a 
reasonable qualitative description of the real fire en
vironments of interest. The second condition is that quan
titative predictions of the model compare favorably with 
actual data acquired during full scale fire tests. Furthermore, 
these latter prototype fire tests should cover a significant 
range of the key parameters which are descriptive of the class 
of threatening fire scenario of interest. 
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Fig. 1 Sketches of four test configurations with indications of the 
location of vertical instrument arrays (A, B, C, D, and E) and of video 
cameras (V) 
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It was the objective of the present study to generate an 
experimental data base on the dynamics of smoke filling in 
realistic, full-scale multiroom fire scenarios so that the data 
generated by these tests and tabulated here will provide a basis 
for the previously mentioned comparative checks between 
theory and experiment. 

Description of The Test Program 

The test program consisted of a series of separate tests 
involving a variety of space configurations and fire energy 
release rates. 

For a given test, the test space involved either two or three 
rooms connected by open doorways, all having a nominal 
2.36-m ceiling height. The wall and ceiling surfaces of all 
rooms were lined with, 13-mm thick gypsum board, and the 
floors were concrete. During the course of the test program 
the space was partitioned to yield four different con
figurations ranging in total plan area from 40.6 m2 to 89.6 
m2. These configurations are sketched in Fig. 1. The doorway 
between the burn room and its adjacent space (designated here 
as the corridor) was 2.0-m high and 1.07-m wide. The 
doorway between the corridor and the next adjacent space 
(designated as the lobby) was 2.01-m high and 1.32-m wide. 

An attempt was made to seal cracks and penetrations in the 
bounding surfaces of the test space. A 0.15-m X 0.94-m hole 
with clear opening to the outside (through an unused room 
and open window of the test facility) was provided next to the 
floor in a wall surface of the corridor. In concert with the 
attempts at sealing all surfaces, the hole was to provide the 
major leakage path for mass exchanges between the test space 
and the outside environment. 

Each test used the same burn room of 14.0 m2 area. The 
room contained a 0.30-m x 0.30-m square methane diffusion 
burner whose burn surface was positioned 0.24 m above the 
floor and approximately in the center of the room. After 
ignition from a pilot light, fuel supply to the burner was 
manually controlled from an outside metering system to 
produce one of four possible energy release rates: a constant 
rate, Q, of 25 kW, 100 kW, or 225 kW; or a time varying 
energy release rate, Qramp(0, of 

Gramp (0 = 30 t kW, 0 < / (tin minutes) (1) 
where the time from ignition, t, never exceeded 10 min. These 
bear a similarity to energy rates that would develop from fires 
in wastepaper baskets, upholstered chairs, and mattresses. 

McCaffrey [10] has studied the free-burn characteristics of 
the particular burner used in these tests. Using methane for a 
fuel, and for fire powers between 50 kW and several hundreds 
of kW he found that, of the total energy release rate of the 
fire, a fraction, Xr, of approximately 0.24 is radiated away 

Cei1i ng 

Interface Position 
Per Visual Obscuration 

x Posi t i on C 
° Posi iion D 
o Pos i1i on E 

dt) 30 40 b« 

DELTA TEMPERRTURE (DEG C) 
60 

Fig. 2 t = 165 s temperatures at corridor positions, C, D, and E; 100 
kW, full corridor 

from the combustion zone. For a 25-kW fire power he found 
Xr to be 19 percent. 

With methane as a fuel the burner produced very little 
smoke. In order to have a visual tracer of the combustion 
products as they spread throughout the space, an artificial 
source of smoke was introduced into the ceiling jet of the burn 
room. Thus, in every test a highly visible white smoke was 
generated by a smoke candle and mixed with the fire's 
products of combustion near their source for up to 5 min. 
Effective visualization of the upper smoke layers was achieved 
by deploying fluorescent light fixtures on the floor of the 
corridor and lobby. 

For each of the four spatial configurations of Fig. 1, a 
separate burn test was run for each of the four energy release 
rates (16 test runs). For the 100-kW fire power and full 
corridor configuration of Fig. 1, three additional tests were 
also run. In these test runs the burn room-to-corridor 
doorway width was reduced to 1/2, 1/4, and 1/8 of its full 
value. 

Nomenclature 

An A CAL 
CP 

e 
H 

^i^amb 
N 
n 
n 
P 
Q 

S^ramp 

s 
T T 
1 ) L amb 

t,r 
v 
z 

areas of burn room, corridor, and lobby 
specific heat at constant pressure 
specific internal energy 
floor-to-ceiling height 
specific enthalpy and its ambient value 
value of N in N percent rule, equation (2) 
an integer 
unit normal vector 
absolute pressure 
total energy release rate of fire 
value of Q for ramp fire, equation (1) 
internal bounding surface of enclosure 
temperature and its ambient value 
time after ignition 
velocity vector 
distance above floor 

ATA,ATD,ATE 
AT • 
*-*-* min 

AT,er 

Zi = z for interface 
£top = z for top thermocouple or photometer 
Ap = burn room-corridor ceiling pressure 

difference 
AT at positions A, D, and E 
a minimum value of JVA7"ref/100 
a reference temperature difference, see 
above equation (2) 

AT = vertical average of T- 7"amb 
Az„ = vertical distance associated with ther

mocouple n 
\r = fraction of Q radiated from fire 
Xc = fraction of Q transferred out of S 

P.Pamb = density and its ambient value 
T = volume of enclosure 
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Instrumentation 

The data acquired during the test included temperature 
measurements from vertical arrays of eight thermocouples 
each. The arrays were located at positions A, B, C, D, and E 
which are identified in Fig. 1. Note that the position of E 
shifts from one configuration to the next, but that positions 
A, B, C, and D are identical for all configurations. Bare wire, 
0.25-mm Chromel-Alumel thermocouples were used. Except 
for doorway position, B, all arrays used identical 0.30-m 
spacing of the thermocouples, with the bottom one being 0.15 
m from the floor and the top one being approximately 0.07 m 
from the ceiling. For the B array, the top and bottom ther
mocouples were 0.30 m, respectively, from the doorway lintel 
and the floor, and the spacing of all thermocouples was 
approximately 0.20 m. 

Visual evidence of the development and growth of com
bustion product laden upper layers was obtained by vertical 
arrays of photometer transmitter-receiver pairs, each trans
mitter and receiver being separated by a horizontal distance of 
1 m. The photometers had been used previously, and are 
described in [11]. The arrays each had four photometer pairs, 
and they were located at positions B, D, and E. The 
photometers at B were positioned 1.04 m, 1.38 m, 1.73 m, and 
1.91 m above the floor, while those at D and E were 
positioned 0.33 m, 0.93 m, 1.56 m, and 2.19 m above the 
floor. (In the corridor-lobby configuration the 0.33-m 
photometer was not deployed.) 

Visual evidence of layering was also obtained by post-test 
observations of video tapes which recorded the obscuration of 
vertical arrays of microminiature incandescent lights. Two 
arrays of lights were set up at positions D and E. The lights 
were placed adjacent to and at identical elevations of the D 
and E thermocouple arrays. 

A separate video tape recorder camera with lens ap
proximately 0.5 m from the floor was directed at each of the 
two arrays of lights. A third video recorder camera was placed 
directly across the corridor from the burn room with full view 
of the burner surface, the pilot and the near-ceiling smoke 
candle. The three cameras were positioned immediately 
outside of the test space at locations indicated in Fig. 1. Visual 
access for the first two of these cameras was through plastic 
inserts in closed doors at the ends of the corridor, or, in the 
case of the corridor-lobby configuration, at the end of the 
lobby and at the closed end of the corridor. The third camera 
viewed the burn room through a plastic insert in the corridor 
wall. 

A single pair of static pressure taps, located at positions A 
and C and approximately 0.05 m from the ceiling was used to 
measure the pressure difference between the burn room and 
the corridor. The measuring system had been used previously, 
and it is described in [12]. With the A and C thermocouple 
array data and this reference pressure difference it should be 
possible to construct the time varying vertical pressure dif
ference field that drives the flow across the burn room-
corridor doorway. 

During every test a multichannel analog-digital recorder 
system acquired the data from all the thermocouples and 
photometers and from the single pressure difference trans
ducer at 5 s intervals. 

While some of the data acquired during the tests will be 
presented and discussed below, for those interested in ad
ditional details all of this data is available in unreduced form 
from the National Bureau of Standards. 

Experimental Procedure 

The procedure during a given test run was as follows: 
All photometer lenses were cleaned and their outputs were 

nulled. A member of the test team lit the pilot and evacuated 

the test space. The smoke candle fuse was ignited by means of 
wooden matches which were themselves ignited with an ex
ternally activated electrically controlled hot wire. At the 
instant that the candle started to smoke, as viewed from the 
cross-corridor camera, the fuel control system was operated 
to provide the appropriate rate of fuel supply, and the data 
acquisition recorder was activated. 

The conditions in the test space were observed by television 
monitors which received the signals from the three video 
cameras. The test continued for 1-3 min past the time that 
smoke obscured the entire test space. At this time the fuel 
supply, the pilot, and all data collection was terminated. The 
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Table 1 Time in seconds after ignition when the layer passes a given z 
elevation according to: TD -vertical thermocouple array at position D 
per 10 percent rule; PD -vertical photometer array at position D per 10 
percent rule; VD -visual obscuration of vertical light array at position 
d; etc. 

25 kW 1/2 corridor 
Z 

meter 

2.29 
1.98 
1.68 
1.56 
1.37 
1.07 
.93 
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.46 
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85 
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85 
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1.98 
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1.07 
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(81) (69) 
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ramp fire 1/2 corridor 
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Z 
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1.56 
1.37 
1.07 
.93 
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.15 

T T T P T P 
"A C D (VD, E ( VE, 

(68) (86) 
25 (86) (99) 
65 65 (99) (107) 

35 60 
70 70 (106) (152) 

120 100 (136) (183) 
115 155 

150 (187) 150 (263) 
290 245 215 (221) 175 (317) 

120 250 
370 370 370 365 (266) 

Z 
meter 

1.73 
1.49 
1.38 
1.29 
1.09 
1.04 
.90 
.70 
.50 
.30 

T P 
B B 

15 

65 

115 
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1.98 
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(97) (162) 
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60 
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(52) (85) 
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70 
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1.37 
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Table 1 (cont.) 
z 

meter 

.__ 
2.29 
1.98 
1.68 
1.56 
1.37 
1.07 
.93 
.76 
.46 
.33 
.15 
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1.98 
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1.56 
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2.29 
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1.56 
1.37 
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.93 
.76 
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.33 
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2.29 
1.98 
1.68 
1.56 
1.37 
1.07 
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T 
'A 

ramp 

130 
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590 

720 

'c 

fire 
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100 kW f 

60 
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70 
95 
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TD 

full co 
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315 

595 
720 

all corr 

65 
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440 

P T 

<> E * 
Z 
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T P 
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ridor and lobby 
(96) 
(108) 
(120) 280 
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(360) 340 
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idor 1/4 door 
(100) 
(116) 
(126) 65 
3b 

(169) 125 
(239) 
170 195 
(299) 270 
(342) 410 
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(310) 440 

(130) 
(184) 
(210) 
335 
(221) 
(227) 
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345 
(281) 

1.73 
1.49 
1.38 
1.29 
1.09 
1.04 
.90 
.70 
.50 
.30 
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335 
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720 

(104) 
(129) 
(156) 
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(212) 
(251) 
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(264) 
(324) 
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1.73 
1.49 
1.38 
1.29 
1.09 
1.04 
.90 
.70 
.50 
.30 

30 

35 

180 
430 
440 

doors to the test space were opened, and a forced ventilation 
system was used to clear the smoke. 

The tests were run during the daytime in the summer. Tests 
were separated by a time interval of at least 2 hrs so that at the 
beginning of a run the test space would be smoke-free and 
with ambient temperature surfaces. 

Results and Discussion 

General Observations. In terms of visual observations, a 
two-layer description of the environments was well sub
stantiated throughout each room, for all test cases, and at 
least until the upper smoky layer thickness increased to 
1/2-2/3 of the total floor-to-ceiling height. After that, the 
interface position became significantly more diffuse, and the 
optical density of the corridor (and lobby) lower layers ap
peared to steadily increase to a state of total obscuration. 

The two-layer visualization remained sharper to greater 
interface depths for tests with more rapid growth of upper 
layer thickness, (i.e., for test runs with relatively larger fires 
and relatively smaller floor areas). 

Even at early times, though much more so at later times, the 
introduction of smoke from the upper layer to the lower layer 
was observed to be by descending wall jets or (inverted) 
thermals. It is conjectured that these wall layers were 
generated in the elevated temperature upper layer as a result 
of heat transfer from the near-wall gases to the relatively cool 
wall surfaces. Surface cooling of these gases would result in 
downward directed low speed wall jets (net buoyant forces 
near the wall being directed downward toward the floor). 
These would emerge from the upper layer and continue their 
descent into the lower layer. Once in the cool lower layer, 
reverse net buoyant forces of these warm wall jets would 
retard their descent and promote their mixing with the 
relatively cool and clear lower layer environment. 

Position of the Interface. A major purpose of the test 
program was to generate a data base that would be generally 

available for future comparisons with the predictions of 
analytic models. A useful component of such a data base 
would be the interface elevation in each separate space for a 
given test run. It is possible to construct such elevation 
histories from the thermocouple data, the photometer data, 
and the light obscuration data. However, to do this, an 
operational definition of the precise position of the interface 
is required. Thus, although the previously mentioned 
qualitative visual observations are consistent with a two 
(homogeneous) layer sharp interface type of zonal model, this 
is not necessarily the case of the quantitative data of, say, the 
vertical thermocouple arrays. 

An example of the rather diffuse nature of the interface as 
viewed from the perspective of the thermocouple data is 
indicated in Fig. 2. There, the thermocouple data from the 
corridor arrays C, D, and E are plotted at time t = 165 s when 
the visual observations of light array obscuration at both 
positions D and E indicated (to within 5 s) an interface 
position 0.76 m above the floor. It is evident from this plot 
that a two-homogeneous-layer description of the environment 
in the corridor is an approximation to the actual state. In 
order to use such an approximation an interface position must 
be determined from an unambiguous, albeit subjectively 
formulated, temperature and photometer data reduction 
scheme. Toward this end the following N percent rule for 
defining interface elevation was formulated: 

First, the rule to be used with thermocouple arrays: At a 
specific time into a test run one computes a reference upper 
layer temperature difference ATref(/) = max [T(zlop, t)] -
ramb(ztop) where T(z, t) is the temperature at elevation, z, and 
time, t; ztop is the elevation of the top thermocouple, Tamb(z) 
= T(z, t = 0); and max [T(z, t*)] is the maximum value of 
T(z, t) in the time interval 0 < r < r \ Then by the N percent 
rule the interface is defined as passing the elevation z-,{t) at 
that time t when z, first satisfies. 

T{zht) - Tamb(Zi) =NATre{(t)/W0 (2) 
Also, Zi is defined as monotonic in t, i.e., as time goes on it is 
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assumed that the upper layer never decreases in thickness. 
Finally, to account for experimental error in temperature 
measurements it is reasonable to apply the rule only at such 
times when the right-hand side of equation (2) exceeds some 
minimum value Armin. (A7"min here was taken to be 0.5 °C.) 

An analogous N percent rule to be used with vertical 
photometer arrays was also formulated, by interpreting zlop as 
the elevation of the top photometer, and by appropriately 
substituting optical density for temperature in the above. An 
interface definition similar to the N percent rule was used in 
[8]. 

Results of applying the above rule for N = 10, 15, and 20 
were obtained for all thermocouple and photometer array 
data of the 100-kW, full-corridor test run (intermediate fire 
size, intermediate area). The reduced data points for interface 
elevation which correspond to the fire array locations A-E are 
plotted in Figs. 3(a)-3(e), respectively. The 10, 15, and 20 
percent rule was also applied to the D array data acquired 
during the 25-kW, corridor-lobby test run (smallest fire, 
largest space) and during the 225-kW, 1/2 corridor test run 
(largest fire, smallest space). These latter results are plotted in 
Figs. 3(f) and 3(g). Also included in Figs. 3(d)-3(g) are in
terface elevation data points obtained from the time of ob
scuration of the vertical light arrays at D and E. These data 
were generated by one number of the test team who reviewed 
the appropriate video tape data. Finally, each of the Figs. 
3(a)-3(g) includes an analytic estimate of the history of the 
interface elevation. These curves, designated as single room 
estimates, are predictions of the interface histories that would 
result from point sources of strength (1 - \r)Q located on the 
floors of single room enclosures (with leakage from below) 
whose areas are identical to the total plan areas of the 
respective multiroom spaces [1,9]. It has been suggested in [9] 
that for "freely connected" multiroom enclosures fires such 
relatively easily obtainable predictions may provide 
reasonable approximations to actual interface elevation 
histories. The present experiments appear to provide a degree 
of support for this contention. 

From a study of the data of Fig. 3 it was concluded that 
application of the 10 percent rule would provide a reasonable 
basis for an experimentally determined interface elevation 
history. The rule for N = 10 was therefore applied to all data 
of all test runs. The results are presented in Table 1. Also 
included in Table 1 are the interface elevation histories 
determined from observations of vertical light array ob
scuration. 

Vertically Averaged Temperatures. It is beyond the in
tended scope of the present paper to include all of the ther
mocouple data acquired during the test program. Never
theless, results which indicate the actual magnitude of the 
measured temperature increases (as compared to the relative 
distribution of temperatures per Table 1) would constitute a 
valuable addition to the data base presented here. Toward this 
end and for the neighborhood of any particular thermocouple 
array thê  time-varying vertically averaged temperature in
crease, A3" is estimated from 

AT(0 = jj\"mz,t)-Tmb(fi)]dz 

1 8 

~ -r}Y,\T(z,„t)-T,mb{zJ\hz„ (3) 

where z„ corresponds to the elevation of the «th thermocouple 
in the array, and Az„ is the vertical zone of influence 
associated with this thermocouple. Equation (3) was applied 
to all arrays but B. In doing so, Az, to Az7 were taken to be 

-
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Fig. 4 Vertically averaged temperature changes per equation (3) at 
burn room and at corridor arrays; Xc per equation (4); pressure dif
ference, Ap, across doorway 

.305 m, and Az$ was taken to be between .191 and .241 m, 
depending on location. 

As an illustration of the above data reduction scheme the 
AT 's from the thermocouple arrays of the 100-kW, full-
corridor test and the full-corridor ramp fire test are plotted in 
Figs. 4(a) and 4(b), respectively. The scheme was carried out 
for all test runs, and smoothed results are presented in Table 2 
for arrays A and D, and, in test runs with corridor-lobby 
configurations, for array E. 

In Figs. 4(a) and 4(b) the similarity between the AT histories 
associated with all corridor thermocouple arrays is 
noteworthy. A study of all corridor array AT 's revealed the 
persistence of this result during all test runs. This is an in
dication of the relative uniformity in conditions along the 
length of the corridor. On account of this uniformity, only 
ATD of the corridor arrays is included in Table 2. 
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Tabje 2 Histories of vertically averaged temperatures in burn room, 
ATA, corridor, AT0, and lobby, ATE; fraction of Q transferred to sur
faces, Ac; near-ceiling pressure drop across doorway, Ap 

25 kW 

t 
sec 

10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
110, 
120 
140 
160 
180 
200 
300 
400 
500 
600 

100 kW 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
70 
80 
90 
100 
150 
200 
250 
300 
350 

225 kW 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
70 
80 
90 
100 
150 
200 
250 
300 
350 

1/2 corridor 

Al\ AT„ A Ap 
„ A 0 D c L C torr 

XIO 2 

1.7 0.0 .21 
4.7 0.1 .36 
7.0 0.0 .27 .44 
8.8 0.1 .34 .48 
9.8 0.5 .42 .49 

10.9 0.9 .53 .53 
12.1 1.2 .61 .48 
12.8 2.0 .66 .48 
12.9 2.7 .68 .48 
13.1 3.2 .66 .47 
13.8 3.6 .69 .45 
13.6 4.0 .70 .41 
14.1 5.0 .74 .41 
15.2 5.6 .79 .39 
15.7 6.2 .82 .43 
15.2 6.6 .83 .42 
17.4 7.9 .99 .39 
18.1 9.0 .40 

10.2 0.2 .97 
14.8 0.0 1.22 
21.1 0.1 1.34 
25.5 0.7 1.33 
26.8 1.4 .38 1.36 
29.3 2.1 .41 1.47 
33.3 3.4 .47 1.30 
34.3 5.2 .46 1.34 
35.1 7.0 .51 1.32 
35.6 8.2 .53 1.34 
36.2 9.5 .63 1.28 
37.1 12.2 .65 1.16 
40.3 14.5 .63 1.12 
41.4 16.7 .69 1.15 
42.5 18.6 .73 1.15 
50.6 24.0 .80 1.11 
55.8 26.5 .89 1.17 
56.7 29.2 .93 1.10 

7.2 0.0 .79 
16.4 0.0 1.12 
27.2 0.0 1.46 
38.0 0.7 1.64 
46.5 1.7 .35 1.82 
55.6 3.6 .33 1.78 
63.1 6.9 .36 1.80 
65.4 11.7 .40 1.73 
66.7 14.7 .47 1.62 
63.6 18.8 .52 1.60 
67.0 20.8 .55 1.42 
78.6 28.5 .59 1.39 
79.9 33.4 .63 1.37 
88.3 37.2 .70 1.33 
89.4 39.9 .71 1.17 

101.8 47.0 .93 1.29 
106.4 52.9 .88 1.32 
114.0 58.2 .93 1.26 
116.9 63.7 1.27 

3/4 corridor 

AT. AT"n A Ap 
„ A „ D c 
C L torr 

X10 2 

5.1 0.0 .36 
.7.9 0.0 .51 
10.0 0.0 .44 .67 
12.1 0.4 .52 .63 
11.7 0.8 .63 .62 
12.8 0.9 .66 .58 
12.2 1.5 .69 .58 
12.4 2.3 .78 .54 
13.1 2.8 .75 .54 
13.5 3.3 .72 .55 
13.2 3.6 .72 .56 
13.6 3.6 .70 .51 
14.6 4.4 .70 .50 
13.4 5.1 .77 .55 
15.9 5.6 .80 .54 
16.0 6.0 .86 .54 
17.2 7.2 .93 .54 
16.9 7.8 .51 

5.8 0.0 .57 
10.4 0.0 .92 
17.3 0.0 1.11 
21.6 0.1 1.30 
24.1 0.8 .44 1.30 
27.3 1.2 .45 1.45 
31.2 1.9 .52 1.46 
30.8 2.7 .55 1.39 
33.2 3.3 .54 1.37 
34.4 4.1 .58 1.34 
34.0 5.8 .64 1.32 
35.8 8.4 .67 1.27 
36.8 10.4 .67 1.23 
36.5 12.2 .67 1.17 
39.1 13.7 .66 1.12 
48.3 19.0 .82 1.15 
52.1 21.9 .90 1.16 
54.0 23.7 .89 1.19 
55.1 25.6 .94 1.11 

8.3 0.0 .80 
18.4 0.1 1.18 
26.2 0.1 1.58 
38.8 0.4 1.91 
47.3 1.7 .46 2.01 
54.0 3.1 .49 2.32 
63.8 4.6 .49 2.27 
66.6 7.1 .52 2.10 
64.4 10.4 .51 2.-02 
66.3 13.0 .57 2.01 
71.7 15.8 .61 2.03 
69.4 19.9 .62 1.71 
77.8 23.8 .64 1.79 
80.3 28.6 .66 1.68 
86.2 32.1 .75 1.61 
98.5 38.1 .88 1.53 

103.0 43.8 .93 1.61 
106.3 47.8 .91 1.58 
115.4 51.9 1.59 

full corridor 

AT. AY„ A Ap 
„_A 0„D c _ 
C C torr 

XIO 2 

0.2 0.0 .09 
1.1 0.0 .09 
3.5 0.0 .56 .30 
5.6 0.0 .45 .35 
6.4 0.0 .47 .52 
9.7 0.1 .51 .59 

11.2 0.6 .52 .63 
12.5 0.9 .60 .68 
13.1 1.3 .72 .66 
14.3 1.5 .71 .67 
14.4 2.2 .73 .68 
14.4 2.6 .76 .67 
14.4 3.1 .71 .60 
14.3 3.4 .78 .57 
13.5 3.7 .88 .54 
13.8 4.2 .82 .54 
15.6 5.2 .93 .57 
17.2 6.4 .90 .54 
17.3 7.0 .92 .55 
18.8 7.7 .57 

9.8 0.0 .84 
17.6 0.0 .99 
21.0 0.0 .49 1.32 
24.1 0.5 .50 1.27 
27.8 1.2 .54 1.32 
29.2 2.2 .56 1.34 
32.8 2.7 .57 1.42 
34.4 3.2 .55 1.39 
34.0 3.9 .60 1.39 
35.3 5.0 .60 1.42 
35.1 6.2 .60 1.41 
36.5 7.6 .64 1.24 
37.6 8.4 .67 1.18 
41.0 10.6 .69 1.15 
39.6 11.4 .75 1.13 
45.7 16.8 .79 1.12 
49.4 18.8 .90 1.15 
53.7 20.5 .93 1.13 
54.0 22.1 1.13 

14.8 0.2 1.11 
23.9 0.0 1.60 
35.5 0.4 1.76 
40.4 1.7 2.16 
50.9 2.8 .50 2.26 
56.6 4.4 .48 2.31 
60.2 6.4 .49 2.38 
65.4 9.3 .51 2.48 
68.6 11.4 .58 2.43 
68.8 13.9 .59 2.30 
69.0 15.1 .60 2.10 
78.7 17.5 .62 2.11 
76.0 21.9 .67 1.96 
78.0 25.2 .74 1.85 
82.4 27.9 .70 1.78 
96.2 35.4 .91 1.71 
98.4 39.3 .91 1.80 

105.2 43.2 .91 1.76 
110.7 45.7 .94 1.70 
112.8 48.7 1.76 

corridor and lobby 

!!A 5> !!E AC /P 
C C C torr 

X10 2 

4.3 0.3 0.0 .44 
6.1 0.1 0.0 .75 .39 
6.9 0.2 0.0 .75 .49 
8.0 0.5 0.0 .72 .54 
9.8 0.8 0.0 .62 .64 

10.3 1.0 0.0 .62 .68 
11.5 1.1 0.0 .70 .66 
13.5 1.8 0.1 .71 .68 
12.6 2.4 0.2 .72 .67 
13.4 2.5 0.0 .83 .59 
13.1 2.8 0.2 .81 .60 
13.8 3.2 0.3 .81 .63 
14.5 3.6 0.6 .78 .64 
14.2 4.1 0.9 .86 .61 
15.0 4.6 1.1 .90 .57 
15.9 5.2 1.6 .96 .66 
16.1 5.6 2.1 .89 .45 
16.8 6.0 2.2 .97 .46 

5.9 0.0 0.0 
7.8 0.0 0.0 
9.5 0.1 0.0 .74 .66 

11.4 0.0 0.1 .73 .76 
15.2 0.3 0.1 .72 .84 
17.2 0.8 0.0 .71 .97 
20.7 1.3 0.0 .67 .95 
23.0 1.7 0.0 .66 1.06 
25.9 2.1 0.0 .67 1.14 
28.5 2.8 0.0 .68 1.25 
29.0 3.7 0.1 .70 1.31 
33.4 5.3 0.2 .74 1.33 
34.7 6.6 0.3 .77 1.35 
36.2 7.6 0.7 .78 1.41 
37.0 8.1 1.0 .81 1.37 
39.4 12.2 3.0 .89 1.33 
43.1 13.8 5.1 .95 1.25 
45.4 15.4 5.8 .94 1.28 
44.6 16.4 6.9 .94 1.16 
45.6 17.3 7.9 

24.1 0.0 0.1 1.40 
34.4 0.0 0.1 1.78 
43.3 0.5 0.1 .65 1.91 
51.0 2.6 0.1 .68 2.03 
51.0 3.6 0.1 .70 2.11 
56.8 4.5 0.1 .72 2.03 
57.6 5.3 0.2 .74 2.20 
62.2 9.5 0.3 .76 2.22 
62.0 10.9 0.4 .77 2.18 
63.8 11.8 0.5 .78 2.09 
64.8 13.0 0.8 .78 1.98 
65.5 15.3 1.5 .84 1.91 
65.9 17.3 2.5 .85 1.83 
67.5 18.6 3.7 .85 1.74 
68.3 19.7 4.8 .87 1.65 
73.1 24.0 9.2 .93 1.60 
75.0 26.8 11.7 .96 1.61 
78.1 29.0 13.4 .94 1.58 
81.2 30.9 14.8 .98 1.57 
84.6 32.3 16.0 1.59 
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Table2(cont.) 

ramp 
10 
20 
30 
40 
50 
60 
70 
80 
90 

100 
150 
200 
250 
300 
350 
400 
450 
500 
550 
600 

.1 
1.9 
3.4 
5.0 
6.9 
8.4 

10.2 
13.1 
14.9 
17.0 
30.2 
39.7 
55.1 

il 
.2 
.1 
.1 
.3 
.5 
.8 

1.3 
1.8 
3.0 
9.0 

16.2 
23.4 

.43 

.53 

.54 

.59 

.64 

.69 

.67 

.70 

.73 

.77 

.83 

.16 

.22 

.29 

.38 

.42 

.47 

.54 

.60 

.66 

.67 

.90 

.85 
1.05 

0.4 
0.5 
1.6 
2.0 
4.7 
6.5 
8.6 
9.4 
10.3 
10.9 
23.8 
36.1 
51.9 

0.2 
0.2 
0.1 
0.0 
0.1 
0.2 
0.4 
0.5 
0.7 
1.0 
4.6 
10.6 
17.5 

.50 

.49 

.57 

.60 

.68 

.71 

.70 

.62 

.63 

.62 

.63 

.05 

.07 

.12 

.22 

.33 

.35 

.44 

.45 

.50 

.54 

.98 
1.09 
1.28 

1.7 
5.9 
7.5 
9.9 
11.5 
12.7 
13.8 
14.5 
15.5 
16.6 
25.1 
38.4 
49.4 
64.3 
73.4 
82.6 

0.1 
0.1 
0.2 
0.6 
0.9 
1.5 
1.8 
2.4 
3.1 
3.6 
6.2 
10.8 
16.2 
22.2 
28.1 
34.4 

.37 

.49 

.66 

.66 

.65 

.62 

.62 

.67 

.66 

.73 

.72 

.83 

.80 

.28 

.48 

.56 

.61 

.65 

.67 

.66 

.71 

.72 

.74 

.96 
1.24 
1.36 
1.42 
1.58 
1.70 

1.2 
2.2 
3.2 
4.6 
4.7 
7.3 
9.0 

12.2 
13.8 
16.5 
26.7 
37.5 
47.2 
58.7 
63.1 
73.5 
86.2 
94.8 
102.6 
112.8 

0.1 
0.0 
1.0 
0.0 
0.1 
0.3 
0.4 
0.7 
1.0 
1.5 
4.9 
9.8 

13.7 
17.2 
21.4 
25.3 
29.6 
33.5 
37.6 
42.4 

0.0 
0.1 
0.0 
0.1 
0.2 
0.2 
0.1 
0.2 
0.3 
0.2 
0.6 
1.7 
3.8 
6.0 
8.0 

10.7 
13.2 
15.8 
18.2 
20.7 

.12 
.60 .22 
.63 .24 
.67 .29 
.64 .39 
.67 .45 
.63 .56 
.67 .62 
.66 .70 
.67 .80 
.74 1.00 
.76 1.29 
.83 1.36 
.85 1.54 
.88 1.57 
.89 1.62 
.90 1.73 
.91 1.72 
.92 1.80 

1.88 

100 kW 

t 
sec 

10 
15 
20 
25 
30 
35 
40 
50 
60 
70 
80 
90 
100 
150 
200 
250 
300 
350 
400 
450 

full corridor 

^ 

6.1 
6.9 

12.1 
16.7 
22.7 
26.6 
31.8 
40.3 
43.2 
47.1 
50.2 
49.2 
50.4 
55.7 
57.5 
60.5 
62.7 
64.5 

%> 

0.0 
0.0 
0.1 
0.0 
0.0 
0.6 
1.0 
1.7 
2.5 
5.1 
7.1 
7.0 
8.8 
13.2 
16.5 
18.7 
20.2 
21.7 

1/2 

c 

.47 

.50 

.50 

.50 

.51 

.58 

.63 

.65 

.67 

.75 

.81 

.88 

.87 

.89 

door 

Ap 
torr 
X102 

.47 

.73 

.90 
1.18 
1.32 
1.57 
1.70 
1.83 
1.90 
1.98 
1.84 
1.71 
1.75 
1.62 
1.56 
1.67 
1.63 
1.60 

full corridor 

AT". 
ocA 

13.8 
22.1 
29.3 
34.8 
42.1 
45.8 
49.9 
53.4 
57.3 
59.1 
62.4 
68.0 
65.9 
69.0 
72.5 
75.4 
79.6 
79.2 
82.0 

$> 

0.1 
0.1 
0.2 
0.2 
0.7 
1.0 
1.4 
1.9 
2.1 
3.3 
4.5 
5.1 
5.6 
9.0 
11.2 
12.8 
13.9 
15.1 
15.8 

1/4 

A 
c 

.35 

.43 

.49 

.56 

.65 

.66 

.72 

.72 

.72 

.78 

.88 

.90 

.92 

.94 

.90 

.94 

door 

Ap 
torr 
X102 

1.08 
1.49 
1.80 
2.03 
2.14 
2.26 
2.30 
2.34 
2.̂ ,2 
2.47 
2.45 
2.43 
2.39 
2.27 
2.36 
2.29 
2.31 
2.33 
2.40 

full corridor 

AT". 

38.3 
43.9 
48.1 
52.6 
53.7 
59.2 
62.0 
63.7 
70.7 
73.3 
74.4 
76.4 
77.2 
82.6 
87.8 
89.8 
93.9 
96.0 
99.2 
99.6 

$> 

0.3 
0.6 
0.7 
0.8 
1.0 
1.1 
1.2 
1.4 
2.2 
2.5 
2.9 
3.6 
3.9 
5.9 
7.0 
8.6 
9.6 
10.4 
11.6 
12.2 

1/8 

A 
c 

.56 

.61 

.64 

.67 

.74 

.75 

.82 

.84 

.84 

.91 

.90 

.91 

.95 

.95 

.93 

door 

Ap 
torr 
X102 

2.26 
2.34 
2.35 
2.45 
2.66 
2.63 
2.77 
2.65 
2.83 
2.76 
2.78 
2.85 
2.94 
2.77 
2.96 
3.08 
2.97 
2.91 
2.87 
3.09 

The Heat Transfer to Bounding Surfaces. A necessary 
prerequisite to the successful modeling of enclosure gas 
temperatures is an estimate of the total rate of heat transfer to 
bounding surfaces of the enclosure. As indicated in [9] it is 
useful to express this heat transfer as a fraction, Xc, of fire's 
instantaneous energy release rate. Thus, \Q(t) is defined as 
the instantaneous total rate of heat transfer, radiation plus 
convection, to the bounding surfaces of the enclosure. 

According to a derivation presented in the Appendix, Xc in 
the present experiments can be estimated from 

M ' ) = l 
PambCpT dAT(t) 

QU) dt 
(4) 

where pamb is the ambient density, Cp is the specific heat at 
constant pressure, and T is the total volume of the test space. 
Here, AT is the temperature increase above ambient averaged 
over the entire test space, and it can be estimated from 

ABATA (t) +ACATD (t) +ALATE(t) 
AT(t) = (5) 

AB+AC+AL 

where AB is the area of the burn room, andAcandAL are the 
utilized areas of the corridor and lobby, respectively. With the 
results of the previous section and using data smoothing 
techniques Xc (t) has been obtained from equations (4) and (5) 

for all test runs. These Xc histories are presented in Table 2. 
(The values of pa m b and Cp were taken as 1.18 kg/m3 and 240 
cal/kg°C, respectively.) Xc is plotted in Figs. 4(a) and 4(b) for 
the 100-kW, full-corridor test and for the full-corridor, ramp-
fire test, respectively. 

It should be noted that the Table 2 estimates of Xc do not 
account for the changing enthalpy content of the plume and 
ceiling jet. This could lead to large errors at early times of a 
test run when a significant fraction of the dAT/dt of equation 
(4) is associated with the gases in these zones. At t = 60 s, when 
such errors in the Xc estimates are likely to be less important, 
the heat-transfer losses for all test runs are in the range of 
51-74 percent of Q. At this time heat transfer is still mainly to 
the upper surfaces of the burn room. Later, when the surfaces 
of the adjacent spaces become available for cooling, these 
losses reach a very large fraction of Q, Xc approaching the 
general range 0.80-0.95. These results are consistent with 
observations in [9]. 

The Pressure Differential Across the Doorway. For each 
test run, smoothed data for the time-varying, near-ceiling, 
pressure differential, Ap, between the burn room and the 
corridor are presented in Table 2. Ap results are also plotted in 
Figs. 4(a) and 4(b). 
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A P P E N D I X 
Estimating the Rate of Heat Transfer to the Enclosure 
Surfaces 

The energy and continuity equations for the enclosure can 
be written as 

— 1 pedT+\ peV.ndS = QH\-\)-p[ V.hdS (Al) 
dt J T J s J s 

jt\TPdr+\sPV.ndS = 0 (A2) 

where p is the density, e is internal energy, T and S are the 
volume and bounding surface of the enclosure space, and 
where P, the absolute pressure, is approximated as being 
uniform in r. Also, V is the velocity and n is the outward 
surface normal vector. 

e is now expressed as 
P 

e = fiimb+(h-hamb) = hamb 
P 

+ Cp(T-T,mb)- — (A3) 
P 

where h, the enthalpy, is decomposed into its ambient value, 
/!amb, and variations from h^mb. Substituting equation (A3) 
into equation (Al) and using equation (A2) results in 
d [ dP 
-^pCp{T-Tamb)dr-r-

+ \spCp(T-Tamh)V.ndS=Q{\-\) (A4) 

The rdP/dt term in the above is related to work done as a 
result of pressure changes within T, and it will tend to be 
negligible compared to the energy-transfer term on the right-
hand side [1]. The surface integral can also be neglected since, 
by design, leakage from T is assumed to occur near the floor 
of the corridor where T= ranlb. Finally, it is reasonable to 
approximate p in the above by pamb. Incorporating all of these 
approximations leads to the equation (4) representation for 
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Effect of Pressure on Bubble 
Growth Within Liquid Droplets at 
the Superheat Limit1 

A study of high-pressure bubble growth within liquid droplets heated to their limits 
of superheat is reported. Droplets of an organic liquid (n-octane) were heated in an 
immiscible nonvolatile field liquid (glycerine) until they began to boil. High-speed 
cine photography was used for recording the qualitative aspects of boiling intensity 
and for obtaining some basic bubble growth data which have not been previously 
reported. The intensity of droplet boiling was found to be strongly dependent on 
ambient pressure. At atmospheric pressure the droplets boiled in a comparatively 
violent manner. At higher pressures photographic evidence revealed a two-phase 
droplet configuration consisting of an expanding vapor bubble beneath which was 
suspended a pool of the vaporizing liquid. A qualitative theory for growth of the 
two-phase droplet was based on assuming that heat for vaporizing the volatile liquid 
was transferred across a thin thermal boundary layer surrounding the vapor bubble. 
Measured droplet radii were found to be in relatively good agreement with predicted 
radii. 

1 Introduction 

Intimate contact between a volatile liquid dispersed in 
another immiscible nonvolatile liquid can be an effective 
means for transferring heat. Such contact can also suppress 
nucleate boiling due to a lack of preferred nucleation sites. 
The volatile liquid may then be heated to temperatures 
substantially higher than its saturation temperature. There is a 
practical limit to the temperature a liquid can reach before 
vaporization must occur. At this temperature an intrinsic 
phase transition is initiated by the random molecular 
processes of homogeneous nucleation. If growth of the initial 
vapor bubbles is sufficiently rapid, explosive boiling can 
result. The potential for these "vapor explosions" has been 
recognized in connection with liquid natural gas spills on 
water, during fuel/coolant interactions in a liquid metal fast 
breeder reactor [1,2] and during droplet combustion of high 
boiling-point fuels which contain a volatile additive [3]. 

However, evidence indicates that a phase transition is not 
necessarily explosive when the limit of superheat is reached 
[4-8]. Homogeneous nucleation theory gives no information 
concerning the intensity of vaporization. This intensity is 
dependent on the difference in pressure between the gas within 
the initial vapor bubble and the surrounding liquid. Such a 
pressure difference exists during the early stages of growth. 
Indeed, Henry and Fauske [9] and Buchanan and Dullforce 
[10] theorized that vapor explosions are possible only when 
bubble growth is inertially controlled. If this excess pressure is 
reduced sufficiently, vapor explosions could be eliminated. 
One of the aims of the present work was to demonstrate this 
experimentally. 

The configuration chosen for study was that of droplets of 
a volatile pure liquid heated in an immiscible nonvolatile 
liquid. This configuration is relevant to many situations in 
which vapor explosions are initiated. 

To the author's knowledge no work has been reported on 
bubble growth within liquid droplets heated to their 
homogeneous nucleation temperatures at pressures above 

Part of this paper was presented at the 20th ASME/AIChE National Heat 
Transfer Conference, Milwaukee, Wisconsin, August 2-5, 1981. Paper No. 81-
HT-11. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
7,1981. 

atmospheric. We report here the results of such a study. The 
present work is distinguished from previous studies [e.g., 11] 
in that our efforts were concerned with bubbles growing 
within liquids of finite volumes (i.e., droplets) and not within 
an infinite sea of superheated liquid, and that the liquids in 
which the bubbles grew were at reduced temperatures greater 
than .9. 

Our initial efforts were concerned with a study of bubble 
growth within pure liquid n-octane droplets. High-speed cine 
photography was used both to record the qualitative aspects 
of boiling intensity of the test droplets, and to obtain some 
basic bubble growth data which have not previously been 
reported. The objectives were to (/) study the effect of ambient 
pressure on the growth rate of bubbles within liquid droplets 
heated to their limits of superheat, and (//') develop a simple 
physical model for boiling of the superheated droplets. 

Thermocouples 

500 watt bulb 

pressure syrif>$a 

Fig. 1 Schematic diagram of experiment 
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2 Experiment 

2.1 Description of the Apparatus. The experiment was a 
modification of that used by Skripov and Ermakov [4, 5] and 
Avedisian and Glassman [6] at high pressures. Droplets of a 
light volatile test liquid were injected into the bottom of a 
vertical column (Fig. 1) containing a heavier immiscible 
nonvolatile field liquid. A stable temperature gradient was 
imposed on the field liquid such that temperature was hotter 
at the top of the column than the bottom. As the droplets 
rose, they were progressively heated until they began to boil. 
The temperature of boiling was obtained by measuring the 
temperature in the field liquid at the level in the column at 
which vaporization was observed. Droplet surface tem
peratures were estimated to be within 1.5°K of the ambient 
temperature for rise velocities and field liquid temperature 
gradients typical of the present experiments. 

The above method was combined with high-speed cine 
photography to record the boiling intensity of the droplets. 
Previous studies by Apfel and Harbison [12] and Mori and 
Komitori [13] concerned unsupported ethyl ether droplets 
boiling in glycerine under an effective pressure of . 101 MPa. 

The bubble column consisted of a heavy walled glass tube 
56.8-cm long with nominal dimension of 3.6-cm i.d. and 5.8-
cm o.d. The tube was heated by a split aliminum tube clamped 
to the bubble column and held in place by two band heaters 
and connecting bolts. The tube was pressurized directly with 
filtered nitrogen gas. The droplet injection system was similar 
to that employed by Avedisian and Glassman [6]. 

The droplets were photographed with a Hycam 16-mm 
high-speed rotating prism camera equipped with a 75-mm lens 
and extension tubes. The camera was mounted next to the 
level of the column at which the droplets were observed with 
the naked eye to boil. Direct back lighting was used with a GE 
DXB 500 W bulb, the intensity of which was regulated by a 
variac. Because the droplets were moving past the field of 
view of the camera at velocities typically between 20 mm/s 
and 60 mm/s, some luck was involved in synchronizing the 

camera start-up with the initiation of boiling. For this reason, 
maximum camera framing rates of about 1000 frame/s were 
used. (The framing rate was determined by an electronic timer 
which put marks on the film in .001 s intervals.) These rates 
gave us at least 4 s of filming time for a 100 ft. role of film. 
This was time enough to start the camera before the droplets 
entered the lens field of view and still have a high probability 
of photographing their vaporization. A number of successful 
shots of droplets undergoing what is believed to be 
homogeneous nucleation at various ambient pressures were 
obtained and are shown in Figs. 2 to 4. 

Droplet vaporization rates were obtained by studying in
dividual frames from the high-speed movies on a motion 
picture analyzer. Overall droplet diameters (Figs. 2 to 4) were 
used in our subsequent analysis to avoid possible ambiguities 
of discerning dimensions of the vapor bubbles within the test 
droplets due to the backlighting technique employed. Also, 
only measurements in the undistorted vertical direction were 
used (distortion due to the curvature of the glass tube). 

2.2 Selection of Liquids. The test and field liquids were 
chosen to satisfy the following requirements: (/) Tsat2(P0) > 
T0, (ii) both liquids exhibit low mutual miscibility, (Hi) 
availability of physical property data, and (iv) a2 > ffi +CT12. 
The first requirement ensures that the test droplet can be 
heated to its limit of superheat. The fourth requirement 
assures that the probability for homogeneous nucleation will 
be greater in the bulk of liquid 1 than at the liquid 1/liquid 2 
interface or within the bulk of liquid 2 [14]. 

In the present work, droplets of pure n-octane were heated 
in a field liquid of glycerine. The normal paraffin/glycerine 
combination satisfies the above requirements and has been 
found by others [6, 7, 15, 16] to yield reproducible 
measurements of the limits of superheat of the n-alkanes over 
a wide range of pressures. The n-octane was obtained from 
Humphrey Chemical Co. with a stated purity of 99 percent. 
The glycerine was Eastman "spectrograde." The liquids were 
used directly as received except for normal filtering. 

N o m e n c l a t u r e 

Acap = surface area of spherical cap 
Alvl = surface area of liquid 

1/vapor 1 interface 
C, = constant defined in equation 

(12) 
F = h/R 
h = dimension of spherical 

segment defined in Fig. 9 
hfgl = latent heat of vaporization 

of liquid 1 
/ = nucleation rate 

K = Boltzman constant 
k = liquid thermal conductivity 

k{ = molecular evaporation rate 
of species 1 

m = molecular mass of species 1 
N = number density of molecules 

within liquid 1 
P = nondimensional pressure, 

P / [p n (C,a n / / ? 0 ) 2 ] 
P = pressure 

Q\ ,Q2 - heat-transfer rates over the 
surface of the vapor bubble 
at the liquid 2/vapor 1 
interface (q2) and the liquid 
1/vapor 1 interface (<?,) 

r = radial dimension (r>R) 
R = radius of two-phase droplet 
R — gas constant 

Rf = final radius of vapor bubble 
R0 = initial liquid droplet radius 

t = time 
T = temperature 

T0 = limit of superheat of liquid 
1, and field liquid tem
perature 

T = nond imens iona l tem
perature, T/T0 

Tsati = saturation temperature of i 
a t P 0 

T, = thermodynamic limit of 
superheat a t P 0 (Fig. 5) 

v = molar volume of super
heated liquid 

Vn = volume of spherical segment 
of liquid 1 suspended from 
the vapor bubble 

y = nondimensional droplet 
radius, R/R0 

Greek Symbols 

a = liquid thermal diffusivity 
r = growth probability of a 

critical size nucleus 
AA* = energy of forming a critical 

size nucleus 

AP 
e 

P 
a 

°\ 
o2 

0-12 

Pv-P<> 
liquid to vapor density ratio 
of species 1, p„ (T0)/pvl (Tv) 
density 
surface tension 
liquid 1/vapor 1 surface 
tension 
liquid 2/vapor 2 surface 
tension 
liquid 1/liquid 2 interfacial 
tension 
n o n d i m e n s i o n a l t ime , 

V = 

Subscripts 
0 = 
v — 
c = 

sat = 

l\ = 

a = 
i = 

(Ciail/Ro2)t 
kinematic viscosity 

ambient (field liquid) 
vapor bubble 
critical point property 
s a t u r a t i o n condi 
corresponding to P0 or 
liquid 1 
liquid 2 
species/ ( / = ! , 2) 

t ions 
T0 
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Fig. 2 N·octane droplet boiling in glycerine at Po = .101 MPa. Number
of frame In the motion picture sequence is shown below each
photograph. To =514·K, Ro =.3 mm, framing rate = 1033 frames/so
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Fig.3 N·octane droplet boiling in glycerine at Po = .687 MPa. Number
of frame in the motion picture sequence Is shown below each
photograph. To = 525· K, Ro =-.4 mm, framing rate = 933 frames/so
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Fig.4 N·octane droplet boiling in glycerine at Po = 1.22 MPa. Number
of frame in the motion picture sequence is shown below each
photograph. To =-531·K, Ro =.3 mm, framing rate = 900 frames/so

2.3 Experimental Observations. High-speed motion
pictures of n-octane droplets boiling in glycerine were taken at
pressures of .101 MPa, .687 MPa, and 1.22 MPa. The
corresponding reduced temperatures ranged from about
.9-.94.

At atmospheric pressure the n-octane droplets boiled with a
"popping" sound. The droplets appeared to vaporize in an
instant with the naked eye. There was little ambiguity about
the vertical position in the column at which boiling was ob
served. As pressure was increased, the audible sound ac
companying boiling completely disappeared. For instance, at
around .6 MPa the only way to detect boiling was by ob
serving a sudden increase in velocity of the rising droplets.

752/ Vol. 104, NOVEMBER 1982

Figure 2 shows a series of photographs of an octane droplet
boiling in glycerine under a pressure of .101 MPa. The
photographs were taken from a typical sequence of motion
picture frames. A framing rate of 1033 frames was used. The
droplet temperature in the first frame was approximately
514 OK. Boiling was so intense that complete vaporization
occurred in less than 2 ms at a time between the first and third
frames in Fig. 2. The stages of growth between these twO
frames could thus not be recorded by our method because the
process was too fast.

The vapor cloud illustrated in frame 3 of Fig. 2 underwent
an oscillatory motion, followed by disintegration into a cloud
of bubbles (45th frame). The mechanism for this break-up is
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Fig. 5 Pressure-volume phase diagram for a pure substance. " 1 " 
represents liquid state; " 2 " is the initial state in the critical size 
nucleus; " 3 " is the vapor state immediately after liquid 1 completely 
vaporizes; " 4 " is the state of the final vapor bubble. 
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Fig. 6 Variation of final vapor bubble size with ambient pressure 

glycerine vapor 

liquid 
octane 

probably a Taylor unstable oscillation of the bubble surface. 
The unstable interface for this effect (liquid over vapor) 
effectively exists over the upper hemisphere of the bubble; it is 
here where the deformation of the bubble surface appears 
most pronounced, as shown in the frames subsequent to 
frame 6. 

The origin of the darkened region or "ring" in the second 
frame of Fig. 2 is unknown at present. It could have been the 
remnants of a pressure or shock wave emanating from the 
droplet surface just prior to the droplet bursting into vapor, 
but this is just conjecture. The ring was not observed in all the 
movies which were taken at atmospheric pressure. At 
pressures above atmospheric, the ring was never observed. 

Quite different results were observed at ambient pressures 
of .687 MPa and 1.22 MPa, as shown in Figs. 3 and 4. The 
time for complete vaporization, boiling intensity, and size of 
the final vapor bubble were observed to be strongly affected 
by changes in ambient pressure. In particular, explosive 
boiling such as occurred at atmospheric pressure (Fig. 2) was 
entirely absent at elevated pressures. In addition it took over 
four times longer for complete vaporization to occur at 1.22 
MPa than at .687 MPa. At these pressures, boiling was 
characterized by growth of apparently only one bubble within 
the octane droplet (as suggested by Figs. 2 to 4). This single 
bubble continued to grow until all the liquid octane com
pletely vaporized, after which the bubble size remained 
constant. 

Figure 5 schematically illustrates the initial and final states 
which are believed to characterize a phase transition via 
homogeneous nucleation of a liquid droplet in an infinite 
medium at temperature T0. (T0(P0) is less than the ther
modynamic limit of superheat, T,(P0), defined by the 
spinodal curve for a pure liquid (dP/dV\Ti„ =0).) During 
vaporization the vapor temperature drops from T0 to close to 
T'satiCPo) (2—3), after which the vapor becomes superheated 
as thermal equilibrium is regained (3—4). From mass con
servation 

R 
~l p„,(Tn)i Ro <- Pvi(T0) > 

Using the Peng-Robinson [17] equation of state to estimate 

Fig. 7 Photograph of vaporizing two-phase, n-octane droplet in 
glycerine at 1.22 MPa and T0 =531 "K 

superheated liquid and vapor densities, equation (2) is plotted 
in Fig. 6. As P0~PC, then TQ~TC, pn-*Pvi and therefore 
R/~R0. This fact explains the relative decrease in final 
bubble size with increasing P0 as shown in Figs. 3 and 4. At 
P0 = .101 MPa by the first accessible time of observation 
(2nd frame in Fig. 2) the vapor bubble has grown past the size 
at which excess pressure between vapor and ambient liquid is 
zero. The subsequent oscillatory motion of the liquid/vapor 
interface was followed by fragmentation of the bubble. Such 
explosive vaporization as that illustrated in Fig. 2 did not, 
therefore, yield a single final bubble. 

Figure 7 illustrates the two-phase droplet configuration 
typically observed at elevated pressures. It consisted of a 
single vapor bubble beneath which was suspended a puddle of 
the vaporizing liquid. Such two-phase droplets have been 
observed by others [e.g., 18-20]. In our present application, 
the initial bubbles were believed to form by homogeneous 
nucleation (section 3.2) and not as a result of any pre-existing 
gas bubbles or dissolved gases in the liquid. Although this 
two-phase droplet configuration was not observed in the 
explosive boiling sequence illustrated in Fig. 2, the camera 
framing rate was too slow to observe the stages of bubble 
growth in the time between the first three frames. 

3 Physical Model 

3.1 Introduction. Two steps in the boiling process 
pertinent to our study are (/') an initial or homogeneous 
nucleation phase during which the aforementioned critical 
size nuclei form within the liquid, and (») a second or bubble 
growth stage in which the initial microscopic bubble grows as 
the superheated liquid vaporizes. The first step is absent in 
most practical boiling situations due to the presence of pre
existing nucleation aids (e.g., dissolved gases, particles, or air 
bubbles). In the present study, these effects are minimal. 

3.2 Homogeneous Nucleation of Bubbles in 
Liquids. Critical size nuclei form by random density 
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fluctuations within the liquid. The stochastic nature of the 
process procludes a precise description of the steps involved in 
nucleus formation. Only an approximate rate at which the 
initial vapor bubbles form within a given volume of liquid can 
be determined. This rate is proportional to the exponential of 
the energy required to form a critical size nucleus: 

( A/4* \ 

~lCT~) (2 ) 

The energy of the critical size nucleus, AA *, is 

167Tff3 

AA* = 3(P-P0)
2 ( 3 ) 

It is more convenient for our purposes to write equation (2) in 
terms of temperature: 

••AA" K In] (4) 

S70 

3 9 0 I-L 

Critical point-

Limit of Sup«h««it, T0(P0) 

n - octant 
boiling curve, 

T V IP 0 ) 

i exptriment 

.2 1.0 1.4 1.8 

Pressure (MPa) 
2.2 2.6 

Fig. 8 Variation of limit of superheat with ambient pressure of n-
octane 

Equation (4) defines the homogeneous nucleation temperature 
corresponding to the rate / . 

In equation (4) the number density of molecules, N 
(molecules/cm3), was approximated as 

7V=6.02xl02 3 / i ; (5) 

where v is the molar volume of the superheated liquid 
(estimated from a correlation for saturated liquids [21]). The 
nucleus vapor pressure was approximated as 

P ^ e X P f e ( i W e ) ] (6) 

The equilibrium vapor pressure, Pe, was evaluated from a 
correlation given by Gomez-Nieto and Thodos [22]. The 
molecular evaporation rate, kj, was estimated by the ideal gas 
collision frequency, 

EPo2 / 2TT \ 1/2 

k'-W^\mKTj (7) 

Finally surface tension was estimated from the generalized 
relation 

a=ao(l-^t)' (8) 

where for octane, a0~ 55.72, ix— 1.3 [7], and Tc = 568.8. 
The physical properties appearing in equations (3-8) were 

estimated by assuming a smooth continuation of the 
properties at saturation into the region of metastable states. 
This has been shown to be a reasonably accurate procedure 
[23]. 

T in equation (2) is the probability of a nucleus of critical 
size growing by the evaporation of a single molecule. For 
simplicity, T = 1 was used in this work—every critical size 
nucleus grows and none decay [14]. 

An estimate of / commensurate with experiment is required 
to solve for temperature in equation (4). Experimental 
conditions were similar to those reported by Avedisian and 
Glassman [6]. They estimated a nucleation rate of 105 

nuclei/cm3s. Figure 8 therefore illustrates predicted limits of 
superheat corresponding to / = 105. The data shown in the 
figure represent an average of the vaporization temperatures 
of approximately ten droplets at the corresponding pressure. 
The experimentally measured superheat temperatures are in 
quite good agreement with estimated limits of superheat. This 
agreement was not unexpected as others have also found 
similar results for other liquids in bubble column experiments 
performed at pressures above atmospheric [6, 23-26]. This 
result substantiates the belief that the type of boiling 
illustrated in Figs. 2 to 4 was initiated by a homogeneous 
nucleation mechanism, and not the result of nucleation from 

MICROLAYER 

LIOOID I 

LIQUID 2 
To.Po 

LIQUID 2 

( 0 ) (b) 
Fig. 9 (a) Schematic illustration of real two-phase droplet; (b) 
Geometric and heat-transfer model used in the analysis 
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air bubbles, particles, etc. It also shows that the mere at
tainment of the limit of superheat is insufficient to ensure a 
violent boiling process (i.e., a vapor explosion). 

3.3 Physical Model for Bubble Growth. A simple model 
for vaporization of a two-phase droplet was developed in 
connection with the following assumptions: (i) droplet ex
pansion is spherically symmetric, (if) T0, P0, and properties 
are constant, (Hi) the field liquid is nonvolatile and only 
supplies heat to the droplet, (iv) heat transfer occurs by 
transient conduction across a thin thermal boundary layer 
surrounding the vapor bubble, (v) the interior of the droplet is 
at a uniform pressure, and (vi) internal liquid motion in the 
droplet (e.g., acceleration of the liquid at the liquid 1/vapor 1 
interface) is neglected. The entire droplet thus uniformly 
expands as the vapor bubble grows. While not strictly valid, 
this latter assumption will be useful for estimating the time 
domain for the various processes controlling vaporization of 
the two-phase droplets. 

To further simplify the development, we modeled the 
geometry of the two-phase droplet depicted at high pressures 
in Figs. 3, 4, 7, and 9(a) by the representation shown in Fig. 
9(b). The liquid 1/vapor 1 interface is assumed to be planar. 
This facilitates a description of the appropriate volume and 
surface areas required in the analysis. 

The model was also used to obtain information on at
mospheric pressure vaporization, even though no proof of the 
assumed droplet geometry at this pressure could be given. 
This was because significant period for bubble growth at 
atmospheric pressure was inaccessible by our experimental 
method. However, the present approach can still be used to 
obtain an order of magnitude of the time domain over which 
the various mechanisms controlling bubble growth occurs. 

The extended Rayleigh equation [27] relates the vapor 
pressure within the bubble cap to the temporal variation in 
radius. In nondimensional form, this equation is 

cfiy 3 
yd? + Y \ dr ) V C, a,, J dr 

dy 

( 2al2R0 \ 
\pn(C, Ctn)2 / 

= P„-Pn (9) 
' P B ( C I « / I ) ! 

The viscous term in equation (9) is very small in the present 
application and was neglected. The surface tension term is 
initially small, and becomes of increasing importance as 
growth proceeds. The final vapor bubble (equation (1)) is in 
static mechanical equilibrium and Laplaces equation applies. 
Although Pv ^ P0 due to the finite size of the final vapor 
bubble, this small final excess pressure is unimportant in the 
present analysis and was neglected. 

The heat-transfer model used to relate Tv to y is illustrated 
in Fig. 9(b). Thermal boundary layers exist around the vapor 
cap in both liquid 2 and at the liquid 1 /vapor 1 interface. A 
thin microlayer of liquid 1 is assumed to be present on the 
inside surface of the cap. Its existence is justified in terms of 
the tendency of liquid 1 to spread on liquid 2. Changes in the 
microlayer volume relative to corresponding changes in the 
puddle volume were neglected due to the presumed thinness of 
the microlayer. 

An energy balance on the bubble cap yields 

q\+<li=hmp,l—j^- (10) 

For simplicity we treated the phase boundaries as semi-infinite 
media undergoing transient conduction. Hence. 

(fv-\) 
1; —iCnA.i„;T(\ 

(Cta„t)1 (11) 

K)"10 10"" KT 
Time (sec) 

Fig. 10 Calculated variation of AP with time at pressures P0 of .101 
MPa, .687 MPa, and 1.22 MPa for an n-octane droplet (fi0 =.3mm). Small 
and large time asymptotes correspond to the nucleation pressure and 
saturation pressure (P„ = P0), respectively. 

T X lO ' 

Fig. 11 Comparison between calculated and measured two-phase 
droplet radii at P0 = .687 MPa 

where C, = TT (/= 1, 2 andAltt2 = Acap). This approximation 
has been shown to be surprisingly good in describing heat 

Fig. 12 Comparison between calculated and measured two-phase 
droplet radii at P0 =1.22 MPa 

transfer to spherically symmetric expanding vapor bubbles 
which exist at surfaces and in infinite media (e.g., [28-31]). 
Equation (11) has also been used in approximating the heat 
flux to vaporizing bubbles in situations involving heat 
transfer over part of the surface of the bubbles [29-34]. In 
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these studies the effects of the thermal boundary layer, radial 
liquid motion in the field liquid, and sphericity were ac
counted for by appropriately adjusting the value of C,. (These 
studies do not strictly apply to the present problem because of 
the finite volume of the vaporizing liquid.) C, is thus more in 
the vein of an experimentally adjustable parameter, although 
C, = TT gave qualitative agreement with experiment as 
discussed below. 

From geometry we can write that 

Alvl=*R2
0F(.2-F)y2 (12) 

Acap=2TrRU2-F)y> (13) 

Vn = ^TRi
0F

2(3-F)y3 (14) 

whereF=h/R. The total droplet mass (liquid + vapor) at any 
instant during boiling is equal to the mass of the initial liquid 
droplet. Hence, we have that 

Solving for F gives 

'-Mi»-'['-^f}+y];' <"> 
Combining equations (10-14) and solving for fv yields 

n = i - 4 ^ i C i 

Cpi\T0(e-\) 

dr 

The problem as formulated does not explicitly require vapor 
phase dimensions (R—h) due to equation (16), and thus is at 
least qualitatively amenable to verification. 

Equations (9), (10), (16), and (17), together with the initial 
condition 

v(0) = l,^(0) = 0 (18) 

(i.e., the critical size nucleus is small compared with R0) are a 
set of four equations for the unknownsy, TV,PU, andF. They 
were solved numerically over a range of pressures, P0. 
Properties were evaluated at 1/2 (T0 + Tu). T0 was estimated 
by solving equation (4) at each pressure using a nucleation 
rate of 105. 

Figure 10 shows the variation of excess pressure within the 
vapor bubble, Pv-P0, with time corresponding to three 
different ambient pressures. The initial pressure differences 
approximately correspond to the limit of superheat of octane. 
As P0 increases, AP—0 earlier in the growth of the bubble. 
Thus, the driving force for a vapor explosion is diminished 
earlier as P0 increases. Growth then becomes controlled by 
the supply rate of heat to the vapor cap. Since experimentally 
accessible times are greater than 1 ms, growth is most likely 
controlled by heat transfer at .687 MPa and 1.22 MPa for the 
vaporization typical of that illustrated in Figs. 3 and 4. 
Equation (17) can then be directly integrated to give the 
variation of y with r as Tv is constant. Equation (9) is 
therefore not needed in the analysis since PU~P0 for the 
conditions of our high-pressure experiments. Note, too, that 
vaporization at these two pressures is not explosive. 

At .101 MPa a pressure difference, AP, exists almost into 
the experimentally accessible time domain. Vaporization is 
correspondingly explosive (Fig. 2). While this observation 
does not conclusively show that inertially controlled growth is 
capable of producing a vapor explosion, neither does it 

disprove this contention. Further experimental work is 
required to elucidate the vaporization process in the time 
scales which were inaccessible by our method. 

A comparison between experimentally measured and 
predicted droplet radii is shown in Figs. 11 and 12. Similar 
data could not be obtained for atmospheric pressure boiling 
by our experimental method. Considering our various ap
proximations and experimental accuracy, there is qualitative 
agreement between calculated and measured radii. Also, 
measured radii exhibit evidence of approaching a maximum 
value given by equation (1). (RQ is slightly larger due to 
subsequent superheating of the vapor after the liquid com
pletely vaporizes. This further increase is comparatively small 
and was neglected.) 

4 Conclusions 

The boiling of droplets heated to their limits of superheat 
revealed that ambient pressure strongly affects the bubble 
growth rate. At .101 MPa droplets of n-octane under 1 mm 
dia exploded into vapor with an audible "popping" sound 
when they were heated to within 2°K of the theoretical 
homogeneous nucleation temperature; the boiling process 
occurred in less than 2 ms. At pressures above .6 MPa, the 
intensity of vaporization was considerably reduced, with 
droplets of the same size requiring over 30 ms to completely 
vaporize. 

Homogeneous nucleation theory was used to provide the 
initial conditions for a simplified model of droplet boiling 
which was based on vaporization of a two-phase, liquid-vapor 
droplet. Predicted droplet radii were shown to be in 
qualitative agreement with measured radii. The results suggest 
that vapor explosions are not likely to occur when bubble 
growth is controlled by heat transfer to the vaporizing liquid. 
The results also show that while a necessary condition for a 
vapor explosion is that the liquid be heated to its spontaneous 
nucleation temperature, sufficient conditions must include 
consideration of the dynamics of the subsequent growth of the 
initially formed critical size nuclei. 
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Pressure Drop During Forced 
Convection Boiling of R-12 Under 
Swirl Flow 
This investigation deals with the pressure drop during forced convection boiling of 
R-12 under swirl flow inside a horizontal tube. Plain flow and swirl flow pressure 
drop data are reported for an electrically heated, horizontal, stainless steel, round 
test-section fitted with twisted tapes having twist ratios from 3.76 to 10.15. A 
correlation has been presented expressing the swirl flow boiling pressure drop in 
terms of the twist ratio and the plain flow boiling pressure drop calculated by the 
Martinelli-Nelson model. The proposed correlation predicts the swirl flow data to 
within ± 20 percent of the observed values. 

Introduction 

In recent years, the requirement for more efficient heat-
transfer systems has stimulated interest in augmentative heat-
transfer methods. In this direction, several investigations have 
been carried out to determine the effect of swirl motion 
during forced convection heat transfer. It has been reported 
that heat-transfer rates and pressure losses increase when 
swirl generators or spiral flow generators are inserted in the 
fluid flow. This may result in more compact and perhaps 
cheaper heat exchanger but with an enhanced pumping power 
requirement to effect fluid flow. Thus the phenomenon of 
heat transfer and pressure drop during swirl flow brings in an 
interesting problem when the advantage of heat-transfer 
augmentation is accompanied by increased pressure losses. 

The pressure drop and heat transfer during swirl flow 
heating or cooling has been found to depend mainly on the 
type of swirl generator, its configuration and pitch of the helix 
[1-5]. Subsequent studies in this field have been mainly 
devoted towards the analysis and development of correlation 
for the heat-transfer coefficient and pressure drop [6-9]. 
However, a large portion of the information available con
cerns single phase flow with heat transfer. Only very scanty 
data have been reported for forced convection boiling under 
swirl flow conditions [10]. The data on fluorinated 
hydrocarbon refrigerants are still scarce [4,8]. 

It must be realised that accompanying the growth of data, 
the phenomenon of swirl flow heat transfer and pressure drop 
be better understood and satisfactory methods of calculating 
pressure drops be developed. It is with the aim the present 
work was taken up and refrigerant 12 was chosen as the 
working fluid for investigation because of its wide application 
in the refrigeration industry. 

Experimental Program 

Figure 1 is a schematic diagram of the experimental set up. 
It consists of the test section, condensing unit, a preheater, an 
afterheater, expansion valves, and the necessary measuring 
instruments and controls. The test section was a 2.1-m long 
stainless steel tube, with a 10-mm i. d. The heating of the test 
section was done by passing alternating electric current 
through it with the help of a step-down transformer. The 
vapour quality at the entrance to the tube could be regulated 
by heating the refrigerant in the preheater. The preheater was 
made up of a 15-m long, 12.5-mm o.d. copper tubing which 
was heated by a flexible electrical heating tape, 3 kW in 

capacity. The preheater and test section were housed in two 
separate wooden boxes and sufficiently insulated. The mass 
flow rate of the refrigerant was controlled with the help of 
two valves located before the test section in order to obtain a 
fine control of flow. 

For meauring the pressure drop across the test section, two 
pressure taps, one each by the side of the copper buss con
nections were provided. These tappings were made cir-
cumferentially approximately at an angle of 90 deg from the 
tube-tape meeting line. The blurrings of the -tap-holes were 
removed by filing both the inner and outer edges. Pressure 
was measured with the help of a pressure transducer through 
thin (1.58-mm dia) copper tubes and hand shut-off valves 
(Fig. 2). The pressure transducer consisted of 4 strain-gauges 
in fully compensated bridge. Its pressure range was from 0 to 
350 kPa (0-50 psi). The output was adjusted to 0 to 70 mV 
which was measured with a digital microvoltmeter. The 
difference of the inlet and outlet pressure readings gave the 
pressure drop across the test section. 

Twisted tapes were made of stainless steel strips, 0.5-mm 
thick, with the width approximately 5 percent greater than the 
inside diameter of the tube to allow for contraction in 
twisting. Steel strips with four different twist ratios were 
fitted snugly inside the test section. Figure 3 is the 
photographic view of the four twisted tapes used in the 
present investigation. 

The experimental system was checked for energy balance 
and the agreement was found generally within ± 5 percent. 

Data were collected in the following range of operating 
parameters: 

Mass velocity 
Heat flux 
Liquid Reynolds number 
Inlet vapor quality 
Outlet vapour quality 
Twist ratio 

194-388 kg/m2s 

Contributed by the Solar Energy Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 19, -
1982. 

8000-20,000 W/m2 

7000-15000 
20-40 percent 
30-90 percent 
10.15,7.37, 5.58 and 3.76 

Thirty test runs were performed with plain flow and, 
correspondingly, 120 runs were performed with the four 
strips. Thus, the results of 150 runs have been included in this 
paper. 

Plain Flow Pressure Drop 

All the test data were reduced into desirable parameters by 
means of a computer program run on a digital computer. 
Since the pressure taps were located within the swirl section it 
was not necessary to apply any corrections to the pressure 
drop data. 

The Martinelli-Nelson [13] model was chosen for com-
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Fig. 1 Schematic diagram of experimental setup 

paring the pressure drops observed during forced circulation 
plain flow boiling of R-12 in the test section. The total 
pressure drop during plain flow forced circulation boiling of a 
liquid in a tube is given by equation (1). 

(Ap)TP = (Ap)TPF+(Ap)a + (Ap)gr (1) 

The term APgr in equation (1) which accounts for the static 
pressure drop due to gravity is zero in the present case, since 
the tube is laid horizontal. Equation (1) then reduces to 

(Ap)TP=(Ap)TPF+(Ap)a (2) 

(Ap)TPF is calculated by equation (3) given by 

dp\ , fdp\ 
\£)TTF-^(£) (3) 

In order to determine (Ap)TPF by equation (3) the usual 
procedure of numerical integration was followed. The total 
tube length was divided in 21 sections, 10-cm long each. For 

each section mean X„ were calculated. The values of <pLtl were 
taken from the curves given in reference [13] at the known 
values of X„ and at the known test section pressure (reduced 
into dimensionless form, pr = pm/p„). (dp/dl)LF was 
calculated by equation (4) given by 

4(f) G2 

(dp/dL)LF=^L- (4) 
2(D)(p) 

where/is the Blasius friction factor given by equation (5) 

, 0.079 
/ = Tn^T (5) Re?-25 

The pressure drop due to acceleration, (Ap)a, of the vapour in 
the tube is given, in general, by equation (6) 

( — ) 
V dz la 

M.Vm -M. V>n 

I general 
(6) 

Equation (6) may be expanded to find 

Nomenclature 

A = free flow area of the tube, m2 

C = constant 
D = inside diameter of the tube, m 
/ = Blasius friction factor, defined in equation (5) 
G = mass velocity of the total liquid refrigerant, kg/ 

s - m 2 

h = heat-transfer coefficient, W/m2 - K 
L = test section heated length, m 

M = total mass flow rate of refrigerant, kg/s 
P = test section pressure, Pa 

AP = pressure drop across test section heated length, Pa. 
q = heat flux, W/m2 

Re = Reynolds number 
x = vapour quality 

X„ = Martinelli parameter, 

V = flow velocity, m/s 
v = specific volume m3 /kg 

half pitch of the helix 
y = twist ratio = D 

Z = distance along test section heated length from 
entrance, m. 

Greek Letters 
p = density of refrigerant, kg/m3 

/i = dynamic viscosity, kg/s-m 
a = void fraction 

'Put - pressure gradient ratio, defined by equation (3) 

Subscripts 
a = 

cr = 
/ = 
8 = 

gr = 
i = 

LF = 
m = 
n = 
o = 
P = 
r = 
s = 

TP = 
TPF = 

x = 

acceleration component 
critical value 
liquid state 
gaseous state 
due to gravitational pull 
inlet location of the test section 
factional value when total flow is liquid 
mean value 
exponent, equation (8) 
outlet location of the test section 
plain flow condition 
reduced 
swirl flow condition 
total value (two phase) 
two phase friction 
local value 
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(7)

(8)

ratio of observed pressure drop under swirl flow to the ob
served pressure drop under plain flow versus the twist ratio. It
is found that the values of t.he ratio of pressure drops varied in
a range from about 1.1 to 2.2 for y = 10.15 and about 1.7 to
3.7 for y = 3.76. Blatt [8] has correlated his swirl flow data
on t.he pressure drops of water and R-ll in the following form

C
(Aps/ App) obs = y"

Swirl Flow Pressure Drop

When twisted tapes were inserted inside the tube to produce
swirl flow boiling, the pressure drop increased. It was found
that the increase was greater at smaller twist ratio, where twist
ratio is defined as the ratio of half of pitch of helix of the
twisted tape to the tube diameter. Figure 5 shows a plot of the

2[
X2Vg O-X)2Vf]

-G --+---~
Ci 1- Ci inlel

The values of Ci were taken from the charts given in.
reference [13] at the known values of XII and the test section
pressure. Summing up of the values of (AphPF and (Ap) a

. gave the total pressure drop in the test section.
The comparison of the calculated plain flow pressure drops

with the experimentally observed values is done in Fig. 4. It
shows that most of the observed pressure drops were within
± 20 percent of the prediction by Martinelli-Nelson method.

3. Pressure Gauges

161412108642

Heal Flux' 8000 - 20000 w 1m 2

12 Moss Vel. • 7.0x10 -14x105 kg /hr m2

Fig. 3 Photographic view of the twisted tapes used in present In.
vestigation
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He obtained a best fitting relationship of this type for his data 
as given by equation (9). 

(Aps/App)obs=7.36/(y)° (9) 
Blatt reported that the experimental values differed from 
those calculated by equation (9) by ± 25.1 percent. 

Authors plotted their experimental data in Fig. 5 in the 
form of equation (8). The data is best correlated by equation 
(10) given below: 

5.15 
App Jobs (y)»™ ( 1 0 ) 

It may be noticed that the exponent of y in equation (10) 
does not vary significantly from that of Blatt. Equation (10) 
is, however, not quite satisfactory since the values of Aps 
calculated with the help of this equation differed from those 
experimentally determined by ± 50 percent. Blatt's equation 
(9) has been drawn in Fig. 5 for comparing it with equation 
(10). It is obvious that equation (9) does not correlate R-12 
data well. 

Correlation for Pressure Drop in Swirl Flow. The 
preceding discussion has shown that a satisfactory correlation 
of the observed pressure drop was not found either with 
relation proposed by Blatt, i.e., equation (9), or in the form of 
equation (8), i.e. equation (10). Further, the correlation 
requires that in order to determine the pressure drop during 
swirl flow boiling the pressure drop for plain flow boiling be 
experimentally determined under identical mass flow and 
heating rates. In order to simplify the procedure to predict the 
swirl flow boiling pressure drop, the authors tried to correlate 
it in terms of plain flow boiling pressure drop calculated by 
using some acceptable method of prediction. The use of such 
a method to calculate the plain boiling flow pressure drop 
would eliminate the need of measurement of plain flow 
boiling pressure drop under identical mass flow rate and 
heating flux. Since in this investigation the pressure drop for 
plain boiling flow compared within ± 20 percent with those 
predicted by the Martinelli and Nelson model [13], and since 
the method has been found to predict the pressure drop for 
boiling refrigerants quite well, an attempt was made to study 
the variation of the ratio of the pressure drop during swirl 
flow to the Martinelli-Nelson pressure drop during plain flow, 

&PM-N-
A graph between (Aps/ApM_N) and the twist ratio, y, has 

been plotted in Fig. 6. Comparing Figs. 5 and 6, it is seen that 
the points now tend to bunch together. A straight line is 
drawn on the same graph to best correlate the data points. The 
equation of the straight line is 

5.12 
Aps/APM^N- j 0.509 (11) 

A graph between the Aps observed and Aps calculated by 
equation (11) is drawn in Fig. 7. It is found that almost all the 
experimental data is correlated within a deviation of ± 20 
percent. Thus, we find that the agreement of experimental 
swirl flow data on pressure drop is better with equation (11) 
when App is calculated by the Martinelli-Nelson method than 
by equation (10), which uses the experimentally observed 
plain flow pressure drops. Care should, however, be taken in 
using equation (11) for fluids other than R-12 because the 
constant, C, and exponent, n, of equation (8) may be different 
for different fluids. 

Conclusions 

1 The pressure drop during plain flow boiling of R-12 
compares satisfactorily within ± 20 percent with those 
predicted by the Martinelli-Nelson model. 

2 The swirl flow pressure drop increases when the twist 
ratio decreases. 
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3 The authors have been able to develop a successful 
correlation for the pressure drop during swirl flow boiling of 
R-12 in the form of the following equation: 

&Ps 5.12 
APA 00 0.509 
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A New Flow Regimes l a p for 
Condensation Inside Horizontal 

ubes 
The problem of predicting flow patterns during condensation inside horizontal 
tubes is discussed. Using the condensation flow pattern data of several in
vestigators, a new flow regimes map with dimensionless gas velocity j£ as ordinate 
and (1-a) la. as abscissa, where a is the void fraction, is generated. Based on these 
data, a set of new criteria for the transition between different flow regimes is 
suggested. The proposed flow regimes map gives excellent agreement for annular, 
semiannular, and wavy flows which exist over a major part of the condensing length 
during condensation inside horizontal tubes. 

Introduction 
Condensation inside horizontal tubes is important in a large 

number of chemical process industries, refrigeration and air-
conditioning systems, air-cooled condensers, etc. For 
economical design and efficient performance of condensers, it 
is important to select appropriate correlations for the 
prediction of condensation heat transfer coefficients. 
Although numerous correlations exist in the literature, no 
single correlation can be stated to be the best for design 
purposes. 

It is now well established that for the analysis of the con
densation (or boiling) process, it is not enough to distinguish 
the type of flow (viz., laminar or turbulent) only, as con
templated by Martinelli et al. [1, 2, 3], but it is also necessary 
to ascertain the types of flow pattern that exist at various 
points along the tube. The performance characteristics of the 
condenser, namely, heat-transfer coefficient and pressure 
drop, are governed to a large extent by the mechanism of heat 
transfer on the inside of the tubes and this in turn depends 
greatly on two-phase flow patterns. Bell et al. [4] while 
critically comparing the various heat-transfer correlations for 
horizontal in-tube condensation, clearly showed that different 
correlations gave vastly divergent results, differing by a factor 
of 10 or more for a given set of conditions. This was at
tributed to the different flow regimes that might be existing 
during the development of various heat transfer correlations. 
Bell et al. concluded that (i) the designer should determine a 
priori the flow regime of his case and choose an appropriate 
correlation, and (//) different heat transfer correlations would 
be required for different flow patterns. 

In this paper the problem of predicting the flow pattern 
during condensation of pure components inside horizontal 
tubes is discussed. 
Previous Flow Maps 

Early flow regime studies of two-phase flow were mainly 
concerned with adiabatic flows of mixtures of a gas and a 
liquid. Alves [5] first reported a complete description of two-
phase flow patterns of adiabatic mixtures inside horizontal 
tubes and generated a flow pattern map. 

Th earliest generalized flow regime map and perhaps the 
most widely accepted and used map was proposed by Baker 
[6]. Baker's flow regime map, in spite of several deficiencies, 
as pointed out by various investigators, has been used as a 
thumb rule for comparing experimental results even for 
diabatic flow cases. This is partly because of the large ex
perimental data base [8] of this map. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
26,1981. 

Until the last decade, little attention was given to the 
problem of predicting flow patterns during condensation. 
Soliman and Azer [7] were the first to develop flow pattern 
maps based on their condensation data. They observed the 
flow pattern during condensation of R-12 inside 12.7-mm 
(0.5-in.) i.d. horizontal copper tube. They identified six major 
flow patterns, viz., spray, annular, semi-annular, wavy, slug, 
and plug flows and three transition flow patterns viz. annular-
wavy flow, semiannular-wavy flow and spray-annular flow. 
Out of the four different flow maps generated they found that 
their experimental data were best represented on a flow 
regimes map with Froude number, Fr, and gas volumetric 
ratio, R, as coordinates. Soliman and Azer found their ex
perimental data to be in poor agreement with Baker's map 
and concluded that Baker's map is inadequate to characterize 
the different flow regimes during condensation. 

Traviss and Rohsenow [8] observed the flow pattern during 
condensation of Refrigerant-12 in a 8-mm (0.315-in.) i.d. 
horizontal tube. Their data when plotted on the flow regime 
map proposed by Soliman and Azer [7] did not give 
satisfactory correlation. However, this data agreed fairly well 
with Baker's original map, and they concluded that Baker's 
map, as modified by Scott [9], agrees better with the flow 
regime data for small diameter tubes. 

Soliman and Azer [10, 11] conducted visual observation of 
flow patterns in three different tubes of diameters 4.8-mm 
(0.1875-in.) i.d., 12.7-mm (0.5-in.) i.d., and 15.9-mm (0.625-
in.) i.d. with refrigerants R-12 and R-113 as condensing 
fluids. They found that this time their data were in poor 
agreement with their earlier [7] map. They again concluded 
that Baker's map is inadequate to characterize the two-phase 
flow during condensation. They found their data of this 
investigation, as well as that of earlier investigation, 
correlated best on a map using V,, average liquid velocity, and 
(1 - a) /a as coordinates. 

It should be noted that Soliman and Azer [10, 11] did not 
test their newly proposed map [10, 11] with the experimental 
data of Traviss and Rohsenow [8], To test the general ap
plicability of Soliman and Azer's [10, 11] map, the data of 
Traviss and Rohsenow [8] have been plotted in Fig. 1. It is 
apparent that nearly the entire semiannular flow data points 
have occupied the range of wavy flow. For spray and slug 
flow patterns, the agreement is moderate. 

An effort has been made by some investigators [13, 14, 
17-19] to select flow map coordinates based on force balance 
criteria. Jaster and Kosky [17] performed experiments on 
condensing steam within a horizontal pipe, 12.5-mm i.d. and 
2.2-m long. They suggested that the flow transition from the 
initial annular flow regime to stratified regime is a function of 
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Table 1 Condensation flow pattern data sources 

Reference 

11 

Refrigerant 
used 

R- 12 

R-113 

Condenser 
tube in
side dia
meter, 

Test 
section 
length, 

Number of 
data points 

15.9 0.61 86 

Number of 
test runs 

7 

8 

R- 12 

R- 12 

mm 
12.7 

8.0 

m 
0.61 

4.42 

93 

83 

41 

83 

4.8 

15.9 

4.8 
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0.61 
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Fig. 1 Comparison of Soliman et al. [10] flow map with condensation 
data of Traviss and Rohsenow [8] 

stress ratio defined as the ratio of axial shear force to 
gravitational body force. 

Palen et al. [18] made visual investigation of condensation 
in horizontal glass tube 22-mm i.d. and 6.7-m long with water 
and pentane as condensing fluids. They concluded that 
Baker's map did not provide a realistic picture of the con
trolling regimes in condensation. Using their own flow regime 
data as well as that from other sources [7, 8, 10] they found 
that shear controlled regimes (annular, mist annular) and 
gravity controlled regimes (wavy, stratified, slug) are quite 
well separated by dimensionless gas velocity y'/ = 1. Generally, 
the transition values were within j*= 0.5 andys* = 1.5. The 
mist and mist-annular data were found to fall abovey'/ = 5. 

The Taitel - Dukler model [14] originally developed for 
transition between adjacent flow patterns for adiabatic flow 
without phase change was tested by Breber et al. [19] for 
condensation data. Using the experimental data of several 
investigators, they developed a flow regime map with 
dimensionless gas velocity, y'/, as ordinate and Martinelli 
parameter X as abscissa. While the map was found to give 
good agreement with moderate and large tube diameters, 
agreement with the experimental data of Soliman [11] for 
wavy and slug flows with a small tube diameter of 4.8 mm for 
fluids R-12 and R-113 was not satisfactory. Figure 2, 
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Fig. 2 Comparison of Breber et al. [20] flow map with condensation 
data of Soliman [11] for 4.8mm i.d. tube 

generated from the data of Soliman [11] for R-12 (4.8-mm dia 
tube), shows an example of this lack of agreement for small 
diameter tubes. Referring to Fig. 2, the following ob
servations may be made: 

(0 Wavy and slug flows were predicted as semiannular [19]. 
Wavy and slug flow data did not fall in their respective zones. 

(J'O Semiannular flow data during condensation occupied 
the spray - annular flow regime. 

Keeping the above facts in view, it can be realized that 
development of a flow regime map which would represent the 
flow patterns with greater degree of agreement would be of 
considerable value. 

Development of Proposed Flow Regimes Map and 
Discussion 

To achieve the above objective the easily accessible ex
perimental data of references [7, 8, 11] were used; the test 
conditions for these data are given in Table 1. In all 664 flow 

N o m e n c l a t u r e 

D 
Fr 

G = 

tube diameter, m 
Froude number, reference [7] 
acceleration due to gravity, 
m/s2 

total mass flux, kg/s m2 

jg = Wallis dimensionless gas 
velocity, equation (1) 

R = gas volumetric ratio, reference 
[7] 

V, = average liquid velocity, m/s 
x = vapour quality 

X = M a r t i n e l l i 
reference [31 

Greek Letters 

p a r a m e t e r , 

Pi = liquid density, kg/m3 

pv = vapour density, kg/m3 

a = void fraction, equation (2) 
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pattern observations resulting from 349 runs were used in the 
development of the flow regime map in the present in
vestigation. 

It was considered desirable that the parameters selected for 
generating flow regime map have theoretical base [18, 19] and 
significantly characterize the two phase flow pattern. 

One such parameter, having a theoretical base is the 
dimensionless gas velocity y'/ which was used as a map 
coordinate by Breber et al. [18, 19]. The force balance ap
proach resulted in a dimensionless group that was termed by 
Wallis [15] as dimensionless gas velocity, y'/, defined as 

j;=xGi\gDpv(P,-P»)YA (1) 
The void fraction, a, which significantly characterizes the 

two phase flow pattern was selected as the other parameter; a 
was calculated from Smith's [12] equation given below 

a={ l + ( p „ / p , ) ( - ^ ) 
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Fig. 6 Comparison of proposed flow map with Soliman [11] data for R-
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Equation (2) was developed using a large number of ex
perimental data of several investigators. Smith claimed it to 
be valid for all flow conditions, irrrespective of flow patterns, 
mass velocity, dryness fraction, or pressure. 

In the present work, the ratio (1 - a)/a was found to be 
superior to a and was therefore taken as the other correlating 
parameter. The use of (1 - a)/a made the data spread much 
larger on the abscissa [10,11]. 

Selection of y'/and (1 - a ) / a as coordinates resulted in the 
best correlation of the data of Table 1. Figures 3-11 show the 
data of Table 1 plotted on the proposed flow pattern map. On 
the map, the transition lines between the major flow patterns 
drawn are sharp. Despite the wide range of flow conditions 
and different tube diameters it is seen from Figs. 3 to 10 that 
there is relatively good agreement for all tube diameters. 
Figure 10 shows the entire data plotted together on the 
proposed map. Since annular and semiannular flow data 
occupied nearly the same region on the proposed map these 
were grouped together. 

It should be noted that the success of a flow map depends 
on how accurately it predicts the flow pattern under the given 
operating conditions. Table 2 gives the limits of agreement of 
the experimental data of Table 1 on the proposed map. It is 
apparent from Table 2 that the proposed map gives excellent 
agreement in cases of annular, semiannular, and wavy flows 
which are predominant during condensation. It may be noted 
that annular flow exists over a major part of the condensing 
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length [20] and wavy flow is another significant flow pattern 
during condensation [10]. For spray, slug and plug flows the 
agreement is fair. 

The results given in Table 2 may be appreciated better if the 
following facts are kept in view: 

(/) 95 percent of annular flow data points fall in their 
specified region, an exceptional agreement. 

(H) 47 percent of semiannular data points of Traviss and 
Rohsenow [8] fall in the wavy region on the proposed map. 
Traviss and Rohsenow did not observe any wavy flow which is 
an important flow pattern [10]. They considered semiannular 
flow to be a transitional flow pattern. It is likely that some of 
the semiannular data might be belonging to the wavy region. 
If semiannular data of reference [8] are neglected, the 
agreement for semiannular data is 75 percent, and that for 
annular and semiannular data taken together is 90 percent. It 
is, therefore, believed that prediction for annular and 
semiannular flows would be even better than that given in 
Table 2. 

(('/'/) It was pointed out earlier that the wavy flow data for 
the 4.8-mm dia tube did not fall in the appropriate zone on the 
map suggested by Breber et al. [19]. However, they made the 
following observation for this discrepancy: 
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Fig. 10 Proposed flow map showing all data points 

Fig. 11 Comparison of proposed flow map with transition flow pattern 
data [7,11] 

. . . much of the discrepancy may just be due to the 
fact that it is extremely difficult to tell the difference 
between wavy and semiannular flow for such a small 
tube. 
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Table 2 Distribution of observed flow patterns expressed as percentage on the proposed 
flow regimes map 

^ \ ^ Flow Spray Annular Wavy Slug Plug No. of points 
^ s . pattern and semiannular observed 

^ \ . o n m a P 
Obser- \ . 
ved flow ^ s . 
pattern \ . 
Spray 

Annular 
and semiannular 

Wavy 

Slug 

Plug 

Spray-
annular 
Annular-wavy and 
semiannular-
wavy 

69 

2 

64 

31 

85 

11 

36 

49 

11 

88 

35 

51 

1 

65 

33 67 

29 

284 

188 

59 

9 

11 

84 

Table 3 Distribution of observed flow patterns expressed as percentage 
(major flow patterns grouped as in reference [19]) 

^ \ . Flow pattern Annular and Wavy Slug and plug 
^ " \ ^ ^ on proposed spray 

^ ^ ^ map Zone I Zone II Zone III 
Observed ^ - ^ . 
flow pattern ^ ~ \ ^ 
zone ^ \ 
Annular and 
spray 
Zone I 

Wavy 
Zone II 

Slug and plug 
Zone III 

99 
(84) 

11 

1 
(1) 

88 
(85) 

31 
(12) 

1 
(6) 
69 

(82) 

Neglecting the 4.8-mm tube data, Breber et al. [19] found 
80 percent of stratified-wavy flow data to fall in the proper 
region on Taitel - Dukler map. Considering the present map, 
if we ignore the 4.8-mm tube wavy flow data, the agreement 
for wavy flow data is 100 percent, a remarkable agreement. It 
is found that about 52 percent of wavy flow data for 4.8-mm 
dia tube fall in annular-semiannular region. Therefore, the 
present authors are inclined to agree with Breber et al. [19] 
regarding wavy flow data for 4.8-mm dia tube. It is, 
therefore, believed that prediction for wavy flow regime 
would also be better than that given in Table 2. 

(iv) Transition from one flow regime to other is not 
abrupt. Figure 11 shows the three transitional flow patterns 
plotted on the proposed map. It is clear from this figure and 
Table 2 that the data points for the transitional flow patterns 
show reasonable scatter across their respective boundaries. 
This should be seen in the light of the fact that there is a 
transition band between the two adjacent flow regimes. 

An approximate comparison of the present map with that 
of Breber et al. [19] is shown in Table 3 where only major flow 
patterns have been considered. The values within parenthesis 
are those given in Table 3 of reference [19]. It is evident that 
the present map gives a significant improvement in prediction 
for spray, annular, and wavy flows. For zones I and II the 
prediction is remarkably good with 99 percent and 88 percent 
of the data falling in their respective zones. 

Proposed Flow Regimes Criteria 

On the basis of the data of Table 1, a simplified flow 
regimes map has been developed and simplified criteria are 
shown in Fig. 12. The boundaries for different flow patterns 
are defined below: 
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Fig. 12 Proposed simplified criteria for flow patterns during con
densation inside horizontal tubes 

1 - a 
Spray j*>6 and <0.5 (3a) 
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Annular and j _ 
semiannular l<y'*<6and <0.5 (3b) 

a 
l - a 

Wavy L*<land <0.5 (3c) 
a 

Slug 0.01 </g*<0.5 and 
l - a 

>0.5 (3d) 
a 

l - a 
Plug ./„* <0.01 arid >0.5 (3e) 

a 
Conclusions 

Using the flow pattern condensation data of several in
vestigators a new flow regimes map has been generated. It has 
been found that: 

(a) The flow pattern data are best correlated on a map 
usingy'g* and (1 - a)/a as coordinates. 

(b) For annular, semiannular, and wavy flows (which 
occupy most of the condensing length) the agreement is ex
cellent, and the proposed map gives better prediction than the 
other existing maps. 

(c) Annular and semiannular flow data occupy nearly the 
same region on the proposed map and are therefore grouped 
together. 

A set of new criteria for prediction of different flow pat
terns is suggested. The degree of simplification achieved and 
the clearer interpretation of major flow patterns are some of 
the main advantages of the proposed map. 
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Modes of Circulation in an 
Inverted U-Tube Array With 
Condensation 
An experiment and analysis was performed on an inverted U-tube steam condenser 
(similar to a steam generator) to determine the modes of flow that can exist as the 
rate of steam flow into the condenser is reduced. The condenser consisted of four 
glass tubes connected to a common inlet plenum and a common exit plenum. Heat-
transfer and flow-rate measurements, as well as visual observations were made. 
Four different modes of operation were identified. Noncondensables were found to 
substantially alter the plenum to plenum pressure difference and aid flow stability. 
Satisfactory analytical descriptions of the observations have been developed as well 
as application of the results to the condensing behavior of nuclear steam generators 
under abnormal operating conditions. 

Introduction 
When analyzing an upward condensing flow in a tube 

bundle, it is not always appropriate to assume approximately 
uniform flow characteristics for all the tubes. In other words, 
such a system is not properly modeled by solely considering 
the characteristics of some "average" tube in the bundle. 
However, a model for a condensing tube array can be con
structed by understanding the various flow modes which can 
exist for the system, and considering each type of flow (or 
flow blockage) separately. 

In this paper, a method for the construction of the system 
pressure drop versus flow rate characteristic for a tube bundle 
in the condensing mode from a model of flow in one tube will 
be presented. The method for determining system charac
teristics is based on an experiment performed using a four 
tube inverted "U-tube" apparatus. The inverted U-tube 
apparatus is similar in many ways to a steam generator in a 
pressurized water reactor (PWR). The condensing mode of 
operation is calculated to occur after certain PWR small 
break loss of coolant accidents. 

To introduce the fundamental concepts important to this 
problem, the idealized pressure drop characteristic of Fig. 1 
for a single inverted U-tube is needed. For a high vapor flow 
rate or a low cooling rate, vapor will pass through the tube 
without being fully condensed. In this case, the pressure drop 
is large and dominated by friction losses. At lower vapor flow 
rates, much of the vapor is condensed in the tubes, producing 
an appreciable gravity contribution to the overall pressure 
drop. When the gravity pressure drop becomes dominant in 
the tube riser, a flow instability results. The part of the curve 
with negative slope is the unstable region when the tube is part 
of a multiple tube array. Some possible modes of operation in 
this region are transition to reverse flow (siphoning from 
outlet plenum to inlet), flow blockage in the tube riser, or 
some type of flow oscillation. The actual flow behavior is 
governed by the system configuration and the amount and 
nature of the noncondensables in the system. 

Usually not all the tubes are the same length in an inverted 
U-tube array. The shorter tubes have slightly higher flow rates 
and less surface area than the longer tubes and thereby 
become unstable at lower flow rates. Therefore, every tube 
has a different pressure drop-flow rate characteristic. An 
average tube model might be used to describe the behavior of 
the entire tube array, but would be inadequate to depict all 
possible phenomena when the flow rate is so low that one or 

more of the tubes fall into the negative slope (unstable) region 
of the pressure drop versus flow rate curve. 

Experiment 

A four tube inverted U-tube condenser was constructed 
from transparent materials to study fluid flow phenomena 
and determine modes of operation. The apparatus, along with 
the steam supply system, are shown in Fig. 2. 

Laboratory steam was "dried" using a heat exchanger and 
metered using an ASME standard orifice flow meter. A 
pressure gauge and thermometer were used to determine the 
degree of superheating (which was maintained about 2-7 °C). 
The steam was supplied to the four tube condenser via a large 
quarter-cylinder shaped inlet plenum. 

The condensing apparatus consisted of four, 8-mm-i.d. (10-
mm-o.d.) Pyrex tubes with average height of about 1.2 m. 
The "U-bends" were made by using straight pieces of Pyrex 
tube and brass elbow compression fittings. The four tubes 
made two passes through a clear plastic shell of height 0.95 m 
in which 10°C (50°F) cooling water flowed. The tubes exited 
0.13m below the surface of water in the open exit plenum. 

Measurements were made of steam mass flow rate, system 
pressure drop and condensation heat transfer. The flow rate 
was measured using a U-tube manometer connected to the 
flange taps of the orfice flow meter. The pressure drop was 
taken as the difference in pressure between that measured by 
the manometer attached to the inlet plenum and atmospheric 

PRESSURE DROP 

*P = P^-P2 
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Fig. 1 Idealized pressure drop versus flow rate charactertistic for one 
tube of an inverted U-tube condenser 
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pressure which is the condition at the surface of water at the 
exit. 

The steam used in the experiment was measured to contain 
air in the amount of one part in 16,000 by mass. As the steam 
condensed, the air coalesced into bubbles representing a 
fraction of one part in twenty by volume. The presence of 
noncondensable gas in the system was important in deter
mining some aspects of the condenser operation. Specifically, 
air would collect in the top of the U-tube thereby preventing 
reverse flow (siphoning) as an unstable flow mode. 

Experimental Results 
Four experimental tests were run. In test #1, three tubes 

were valved-off so that single tube results could be compared 
to the idealized characteristic of Fig. 1. All four tubes were 
open but the outlet plenum was emptied to determine the 
effect of the outlet boundary condition. 

Behavior of a One Inverted U-Tube Condenser. In test #1, 
all tubes but one were shut off in order to establish the flow 
patterns in a single flow-forced tube. The steam flow rate was 
started at a high value and then decreased slowly such that the 
condenser was essentially operating in a steady state at all 
times. For decreasing values of flow rate, the following flow 
modes were observed. 

(0 Steam was not fully condensed and could be seen 
bubbling into the exit plenum. 

(H) An annular condensate film was visible in both sides of 
the tube with the thickest point near the top of the riser. 

(Hi) Slug flow could be seen at the top of the riser, with the 

gas forcing the water over the top of the U-bend in an un
steady motion. 

(Hi) A cyclic process occurred whereby a column of water 
grew in the riser until it reached the top of the tube and 
quickly siphoned through the downcomer. 

Behavior of the Four Tube Array (test #2 and test #3). At 
high steam flow rates, the four tube condenser behaved 
similarly to the single tube condenser. That is, each tube 
demonstrated the same flow pattern as that for the single tube 
when the flow rate per tube was equal for the two cases. The 
divergence in the observed flow pattern came about when the 
pressure drop-flow rate instability occurred. Whereas the 
single condenser operated in a "fill and dump cycle," the 
array developed a blockage in one tube. The blocked tube 
maintained a steady-state water column with length reflecting 
the pressure drop imposed by the unblocked (active) tubes. As 
the steam flow rate was decreased, more tubes would block 
until the pressure drop-flow rate instability was reached for 
the last active tube. 

Since the tube heights varied only slightly, their pressure 
drop characteristics were similar and consequently, the 
selection of the first tube to block was random. This was 
evidenced by the fact that in test #3, the longest tube (tube 1) 
blocked first, whereas in test #2, the second longest (tube 2) 
was the first to block. 

When the last tube in the array became blocked, a fill and 
dump cycle ensued whereby all the tubes filled with con
densate until one tube siphoned through the downcomer. At 
still lower steam flow rates, the rate of formation of con-

. Nomenclature 

A = U-tube cross-sectional area 
C = constant in the Wallis flooding 

correlation 
D = U-tube diameter 
g = gravitational constant 

jg = superficial gas (steam) velocity 
jg* = dimensionless superficial gas 

velocity 
jf = superficial liquid (water 

velocity) 
jf = dimensionless superficial 

liquid velocity 
m = constant in Wallis flooding 

correlation 

N 
N„ 

P 
P\ 

P? 

Ap 
w 
W 

Wl 

w7 

= number of tubes in an array 
= number of active tubes 
= pressure 
= minimum pressure drop for 

the longest tube in an array 
= minimum pressure drop for 

the shortest tube in an array 
= total pressure drop 
= mass flow rate in one tube 
= system mass flow rate 
= system mass flow rate at 

pressure p\ 
= system mass flow rate at 

pressure p2 

W, 
wb 
wc 

ws 
wsa 

Wsl 

Wss 

PK 
Pf 

= 
= 
= 

= 
= 

= 

= 

= 
= 

» 
system blocked flow rate 
one tube blocked flow rate 
one tube fully condensed flow 
rate 
stall flow rate for one tube 
stall flow rate for the average 
tube 
stall flow rate for the longest 
tube 
stall flow rate for the shortest 
tube 
gas (steam) density 
liquid (water) density 
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Fig. 4 Five flow modes for a tube in a U-tube array 

densate was lower than the limit of counterflow of steam and 
water at the tube inlets. Refluxing resulted and all the con
densate was returned to the inlet plenum where it was drained 
off to avoid the formation of a two-phase condition at the 
inlet. 

All the above flow phenomena can be summarized by four 
distinct flow modes: 

(/) Full Active Mode—Each tube behaves like a single tube 
condenser 

(/'/') Partially Active Mode—Some tubes are active and 
some are blocked (see Fig. 3 as an example) 

(Hi) Fill and Dump Mode—The entire array fills and 
siphons in a cyclic pattern 

(iv) Reflux Mode—All the condensate is returned to the 
inlet plenum 

Possible Flow Modes for One Tube. From observation of 
the single tube and the four tube condensers, flow modes for 
one tube can be summarized into the five categories in Fig. 4. 
In Fig. 4(a), the steam is fully condensed in the downcomer, 
and the pressure drop characteristic is like the idealized curve 
of Fig. 1. If noncondensable gas is present, the water column 
in the downcomer would be replaced by gas, as in Fig. 4(b), 
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o 
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MASS FLOW RATE (KGMfl) 

Fig. 5 Pressure drop versus flow rate for the four tube inverted U-tube 
condenser. The difference in pressure at the same flow rate is the 
hydrostatic head of 1.25 kN/m2 at the tube exits in the filled plenum 
test. 

and the pressure drop would be higher. If the tube has an 
imposed pressure drop as for a blocked tube in an array where 
other tubes are active, a static water column exists in the riser 
like that shown in Fig. 4(c). Figure Aid) represents a single-
tube condenser or the last active tube in an array where the 
pressure drop-flow rate instability results in a fill and dump 
cycle. The lowest flow rate regime is the reflux mode of Fig. 
4(e). 

The Pressure Drop Versus Flow Rate Characteristic. Figure 
5 is the measured pressure drop curve for the four-tube 
condenser. The difference between the unfilled exit plenum 
case (test #4) and the filled exit plenum case (test #2) is the 
pressure head represented by the 130 mm of water above the 
tube exits in the filled plenum case. The sharp increases in 
pressure drop as the flow rate is decreased-correspond to the 
points when tubes become blocked. 

Note that four flow modes are represented in Fig. 5. For 
flow rates W > 12 kg/hr, the array is in the fully active mode. 
For mass flow rates between 4.5 kg/hr and 12 kg/hr, the 
partially active mode exists. The unstable fill and dump mode 
is for the flow rates between 2.3 and 4.5 kg/hr. Finally, 
refluxing occurs for flow rates below 2.3 kg/hr. 

The pressure drop (p^ -p2) never became negative because 
noncondensable gas was present. The tube downcomers 
showed annular condensate films and stagnant gas. Pictures 
of typical flow configurations are included in reference [5]. 

The Heat-Transfer Performance. The heat-transfer 
characteristics of the four inverted U-tube condensing ap
paratus reveal two distinct phenomena. The active (un
blocked) tube heat transfer is defined by a virtually constant 
temperature difference between the cooling water and the 
condensing steam, and a constant heat-transfer area. Steam 
flow to the blocked tubes is controlled by the counter current 
flow limitation (flooding) phenomenon. The heat transfer in 
the blocked tubes, then, is a function of the tube geometry 
and the tube side pressure. 
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Calculation Method 
The analytical approach which aided in understanding the 

array performance was initiated with a single-tube, pressure 
drop calculation. A simple, homogeneous, two-phase model 
was used for the friction and momentum contribution to the 
pressure drop, and the Thorn model was used for the gravity 
term. (A detailed description of this methodology is given 
references [1-4].) The calculated single tube pressure drop was 
modified by subtracting out the pressure drop of the 
downcomer water column which was replaced by air in the 
experiment. The result is the calculation line of Fig. 6. 

The experimental data plotted in Fig. 6 are the pressure 
drop versus the average flow rate per active tube. The flow 
rate, wb, is the blocked flow rate and represents the maximum 
mass flow rate of steam and condensate in counterflow. It can 
be calculated by applying the Wallis flooding criteria [2] such 
that the gas and liquid mass flow rates are equal (see the 
Appendix). The stall flow rate, ws, is the point where the 
pressure drop-flow rate instability occurs and is the flow rate 
at the minimum of the pressure drop curve. The flow rate, wc, 
is the maximum flow rate at which all the steam can be 
condensed by one tube and is found from the heat-transfer 
calculation. 

Since the active tubes are the ones that determine the system 
pressure drop, the flow rate axis in Fig. 6 is such that the data 
is plotted versus the actual flow in the active tubes. This was 
achieved by taking the total flow rate, W, and subtracting off 
the refluxing flow in the blocked tubes, (4 -N a ) wb, where Na 
equals the number of active tubes. The data falls along a 
single line with the exception of the case where the shortest 
tube is the only active tube. This presumably occurs because 
that tube deviates slightly from the other tubes in its con
struction and therefore has a slightly different pressure drop 
characteristic. 

Recommendations for Predicting the Behavior of an 
Inverted U-Tube Condensing Array 

It is not suggested or implied here that the data from the 
experiment just discussed can be applied directly to the 
analysis of a vertical tube condenser. In fact, the purpose of 
the experiment was to develop and confirm an analytical 
method for predicting the performance of such a device. This 
approach will now be presented in a general way. 

The tubes in a bundle of U-tubes have different pressure 
drop characteristics because of their different lengths. Figure 
7 shows the pressure drop-flow rate behavior for the longest, 
shortest, and average tube of an array. The flow rates, wss, 
wsa, and wsh are the stall flow rates for the shortest, average, 
and longest tubes, respectively. 

For an array of TV tubes operating at some pressure, px, the 
average length tube has flow rate, wsh and the system flow 
rate is Wx = wst N. Since px is the minimum pressure drop for 
the longest tube, no tubes are blocked for a pressure drop 
greater than px and a corresponding system flow rate Wx. 
Below Wx, flow in the longest tube becomes unstable and 
transition to the blocked flow mode ensues. 

As the system flow rate is decreased from Wx, the stall flow 
rates for an increasing number of tubes are reached and the 
average length of the active tubes decreases. The pressure 
drop variation as each tube stalls is small for a system with a 
large number of tubes (large N), and the system pressure will 
decrease steadily. This steady decline continues until the stall 
point for the last active tube (presumably the shortest), is 
reached. The system flow rate at that point equals the system 
stall flow rate W2 = ww + wb (N- 1), and the pressure drop 
is p2. The flow rates Wx and W2 and the pressure drops px 
and p2 were used to create the system pressure drop—flow 
rate curve of Fig. 8. 

The system blocked flow rate is W3 = wbN since wb is the 
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Fig. 6 Pressure drop versus average tube flow rate per active tube 
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Fig. 7 Pressure drop as a function of flow rate for the longest, short
est, and average length tubes in an inverted U-tube array 

same for all tubes of the same diameter at the same pressure. 
Therefore, the array operates in the reflux mode for a flow 
rate less than W3 provided the amount of heat transfer 
necessary to condense all of the steam can occur in the tube 
risers. For flow rates between W3 and W2, the array behaves 
unstably and operates in the fill and dump mode. The various 
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Fig. 8 System pressure drop as a function of flow rate for an array of 
inverted U-tubes 

flow regimes and important transition points are identified in 
Fig. 8. 

Although the above model is complete and consistent, it is 
perhaps important to identify some possible variations. For 
instance, if the system was not open at the exit, a build-up of 
noncondensable gas would occur and the heat-transfer 
properties of the condenser would change. Another important 
point is that the analysis assumes that sufficient cold water 
exists on the outside of the tubes for the necessary heat 
transfer to take place. Lastly, all the information presented 
was for the case of decreasing flow rate. For increasing flow 
rate, it would be necessary to unblock the tubes by filling the 
risers with water so that siphoning would initiate flow. This 
would require a high initial pressure drop. 

Nuclear Steam Generators 
When projecting these results to nuclear steam generators, 

it appears that at decay heat levels the reflux mode of con
densation is probably sufficient to remove all the core energy. 
From reference [5], the heat removal rate for a typical PWR 
steam generator is 20-80 MW. The area which is lost to the 
steam generator when tubes become blocked is insufficient to 
substantially alter the heat transfer because the steam 
generator is greatly oversized at decay heat levels. 

It is not clear whether there are some additional system 
effects in multiple steam generator systems caused by the 
existence of a steam generator to steam generator pressure 
drop versus flow rate instability . 

Conclusion 
The experiments run with the four-tube, inverted U-tube 

condenser demonstrated four clearly defined flow regimes. 
The flow rates at which the various transitions occurred were 
determined by the pressure drop-flow rate instability and the 
flooding criteria. Since the experiment did not directly model 
an inverted U-tube steam generator, it was necesary to 
develop a method of prediction based on conventional two-
phase theory. This approach is general in that the equations 
used are valid for a wide range of conditions, thereby lending 
this method applicable to various thermodynamic and 
geometric situations. 

The analytical approach is based on considering active and 
blocked tubes separately. The pressure drop for the active 
tubes is determined from the ideal homogeneous two phase 
flow model with modifications made to account for effects 
such as those caused by non-condensable gases. The pressure 
drop of the active tubes is imposed on the blocked tubes. The 
blocked tubes do have a effect on the system in that a 
significant amount of heat transfer occurs in the small 
refluxing region of the risers. The total performance is then 
predictable without a complex model and without over
simplifying assumptions. 
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A P P E N D I X 

When a tube is blocked in an array where at least one tube 
in the array has flow, the system pressure drop Ap of the 
active tubes is imposed on this tube and fixes the height of 
water that can exist in its riser. Since there is no net flow from 
the inlet to the outlet for the blocked tube, all the steam that 
enters will be condensed and drain into the inlet plenum. 
Therefore, the mass flow of steam into the tube must equal 
the mass flow of water out and is called the blocked flow rate 
wb. 

ws, •-wb 

The limitation of counter current flow of steam and water is 
determined by the flooding phenomenon. Wallis has 
correlated flooding data to the equation 

jg*
U2+mjf*

m=C 

where constants m and Care empirical coefficients [2], 
Substituting expressions foijg* and jf* and noting that the 

tube cross-sectional area is A = ir/4 D4, the blocked flow rate 
can be expressed as 

C2(ir/4)[gDHPf-Pg)]"2 

wb — 
r i m i 

„ 1/4 + - 1/4 
L pg Pf J 
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Condensation of Submerged Vapor 
Jets in Subcooied Liquids 
A theoretical investigation of turbulent condensing vapor jets submerged in sub-
cooled liquids was conducted. A model of the process was developed employing the 
locally homogeneous flow approximation of two-phase flow in conjunction with a 
k-e-g model of turbulence properties. The model was evaluated using existing data 
for turbulent condensing water, ethylene glycol and iso-octane vapor jets with 
liquid to vapor density ratios in the range 324-31,200, initial jet Reynolds numbers 
greater than 15,000 and negligible effects of buoyancy. Good predictions of vapor 
penetration lengths were obtained using conventional turbulence model constants 
established for single phase flows. 

Introduction 

A number of industrial processes involve submerged in
jection of a condensible vapor into a subcooied liquid, e.g., 
direct contact feedwater heaters, jet pumps and the con
tainment systems for the primary boiler loop of nuclear power 
plants. The objective of the present investigation was to 
develop a model capable of predicting the structure of tur
bulent submerged condensing jets in order to facilitate the 
rational design of such systems. The model was evaluated 
using existing measurements in the literature. The in
vestigation was limited to momentum-dominated flows-
where effects of flow stratification and buoyancy are small. 
Under these conditions, liquid entrainment by the vapor 
phase, as drops, and vapor entrainment by the liquid phase, 
as bubbles, is often observed [1-3]. 

Several models of momentum-dominated submerged 
condensing jets have already been reported. Weimer, et al. [1] 
developed an integral model of the process during an earlier 
investigation in this laboratory. Major assumptions of the 
analysis were: locally homogeneous flow (LHF), which 
implies that interphase transport rates are infinitely fast so 
that both phases have the same velocity and temperature and 
are in the thermodynamic equilibrium at each point in the 
flow; similarity of velocity, density and enthalpy profiles; and 
the use of an empirical entrainment expression. Predictions 
were compared with measurements of penetration lengths 
{xc, the mean distance from the injector where vapor 
disappears along the axis of the jet) for water [1-3], ethylene 
glycol [1] and iso-octane [1] vapor jets submerged in sub-
cooled liquids. Upon specifying a single additional empirical 
constant - related to turbulent unmixedness - the model was 
capable of correlating the measurements (which involved 
xc/d in the range 1.5-35). While this is encouraging, this 
model provides relatively limited information concerning 
flow structure; the treatment of turbulence properties is not 
very sophisticated, with limited generality; and the ap
plication of the method in the near-injector region is 
questionable due to the incorporation of similarity assump
tions. 

Kudo et al. [4] and Young and co-workers [5, 6] developed 
models for condensing jets appropriate for short penetration 
lengths. They assume that there is a smooth, conical-shaped 
interface between the phases and ignore the presence of 
dispersed bubbles and drops within the flow. Kudo et al. [4] 
use a mixing length model to represent turbulent transport in 
the liquid phase in the region where vapor is present, while an 
integral model was employed downstream of the two-phase 
flow region. The combined analysis provided a fair 
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correlation of their measurements of water vapor penetration 
lengths (xc/d in the range 0.5-2.5) and the decay of centerline 
temperature in the flow. 

Young and co-workers [5, 6] also assume a smooth conical 
interface, but seek a phenomenological description of 
transport rates. This approach provided a satisfactory 
correlation of their overall interphase heat-transfer rate 
measurements (xc/d in the range 1.3-4.3). Cumo et al. [7] 
and Simpson and Chan [8] report condensing jet properties in 
the same manner as Young and co-workers [5, 6]-finding 
interfacial heat-transfer coefficients based on the subcooling 
of the bulk liquid and estimating the interfacial area from 
photographs of the flow. For larger penetration lengths, 
however, the boundary of the region where vapor is observed 
is not conical [1, 3, 8]; therefore, Simpson and Chan [8] relax 
the conical interface assumption and directly integrate to find 
the interfacial area from photographs. An overall correlation 
of these results, however, has not been found. 

Even when curvature of the interface is considered, there 
are difficulties when a smooth interfacial surface is 
prescribed. Dispersed bubbles are often observed near the 
injector exit and clearly dominate the flow when the 
penetration length is large [1, 3, 4, 7-9]. The absence of a 
smooth interfacial surface in momentum-dominated con
densing jets is particularly evident in short duration flash 
photographs of the process [5, 6, 9]. It is also probable that 
liquid is entrained by the high-velocity vapor jet near the 
injector exit [2]. Therefore, the assumption of a smooth in
terface, of any shape, provides a questionable framework for 
the development of a theoretical understanding of high 
velocity condensing vapor jets. 

The objective of the present investigation was to develop a 
more complete model of submerged condensing vapor jets, 
capable of treating near-injector phenomena as well as the 
dispersed flow which is observed for long penetration lengths. 
The new model was an extension of an analysis developed 
during earlier work in this laboratory [10-12], which provided 
reasonably good predictions for a variety of two-phase jet 
processes, e.g., well-atomized spray evaporation and com
bustion as well as submerged injection of air into a water 
bath. The new model employs the LHF approximation in 
conjunction with a k-e-g turbulence model developed by 
Lockwood and co-workers [13, 14]. Model predictions were 
evaluated using existing data for submerged condensing vapor 
jets. 

Data Base 

Table 1 is a summary of the test conditions used to evaluate 
the model. The data base is drawn from measurements in 
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Table 1 Summary of Test Conditions" 

Substance 

Bath 
pressure 

(kPa) 
d 

(mm) 
Minimum 

Ren Pa, I' Po 

Maximum 
Ri„ X 106 xc/d" 

Minimum 
Wen 

Weimer et al. [1], horizontal injection: 
Water 4.3-38 3.17 
Ethylene glycol 1.4-19 3.17 
Iso-octane 15-58 3.17 
Binford et al. [2], downward vertical injection: 
Water 101.3 10.9-17.2 
Kerney et al. [3], horizontal injection: 
Water 101.3 0.4-9.5 
Kudo et al. [4], downward vertical injection: 
Water 101.3 6.0-17.5 
Young and co-workers [5, 6], horizontal injection: 
Water 101.3-274 6.4 
Chan [15], downward vertical injection: 
Water 101.3 3.17-12.7 

15-400 
5-114 
3-15 

7-9 

6-31 

7-9 

6-8 

19-30 

22,000 
15,000 

150,000 

280,000 

20,000 

130,000 

139,000 

53,000 

3,980-27,700 
3,260-31,200 

324- 1,180 

1,600 

1,430-1,635 

1,600 

660—1,600 

1,600 

0.17 
0.59 
1.30 

0.74 

0.40 

0.75 

0.27 

0.54 

1.7-35 
1.5-35 
3.0-11 

1.5-3.0 

2.5-17 

0.5-2.5 

1.3-4.3 

5.3-27 

250 
100 

2,300 

25,000 

930 

14,000 

15,000 

15,000 

"Injection into quiescent liquid baths except Young and co-workers [5, 6] which involved a 3 m/s coaxial flow of water. 
Range ofxc/d< 15 considered in evaluation to avoid effects of injector orientation due to buoyancy. 

condensing water, ethylene glycol, and iso-octane vapor jets 
by Wiemer et al. [1], Binford et al. [2], Kerney et al. [3], Kudo 
et al. [4], Young and co-workers [5, 6] and Chan [15]. The test 
conditions generally involved vapor injection into nearly 
quiescent liquid baths having uniform properties. 

Typical of most two-phase flow processes, the topography 
of condensing jets varies considerably as operating conditions 
are changed [16]. Therefore, several parameters are provided 
in Table 1, to help define the conditions considered during the 
present evaluation of the analysis. A particularly important 
parameter for condensing jets is the driving potential for 
condensation, B, defined as follows by Weimer et al. [1]: 

B=(h/s-hoa)/(h0-h/s) (1) 

Increasing values of B yield smaller penetration lengths - all 
other factors being equal. The lowest injector Reynolds 
number for each data set is indicated in the table; in general, 
the test conditions represent highly turbulent jets. The density 
variation of these flows is quite large, with p„ /p0 in the range 
324-31,200. 

In order to minimize the effect of injector orientation, the 
evaluation only treated cases where effects of buoyancy were 
small - in spite of the large density variations in condensing 
jets. Therefore, the data base listed in Table 1 is limited to 
initial Richardson numbers less than 1.3xl0~6 , where 
buoyancy is negligible near the injector exit. Buoyancy still 
can become important far from the injector; therefore, the 
present evaluation was also limited to relatively short 
penetration lengths, xc/d<\5. In this range, considering 

effects of buoyancy in the computations had a negligible 
effect on.the results. 

The final parameter listed in Table 1 is the minimum initial 
Weber number of the flow for each data set. Initial Weber 
numbers are generally quite large for test conditions in the 
data base, suggesting a strong tendency for dispersed phases. 

A variety of injector configurations, nozzles, and tubes 
were employed for the tests summarized in Table 1 - original 
sources should be consulted for details. Specific injector 
geometry has been shown to have a relatively small influence 
on flow properties and penetration lengths [3]. The data base 
has been limited to cases where the flow at the injector exit is 
choked, but not excessively underexpanded, e.g., the ratio of 
injector exit mass velocity to sonic exit mass velocity at the 
bath pressure was limited to the range 1.0-1.7 for the present 
data base. Unchoked injector flows were avoided since most 
investigators observe unstable oscillatory injector flow, with 
the injector passage periodically filling with bath liquid, for 
these conditions [1-3, 7, 15], and analysis of this behavior was 
not within the scope of present theoretical considerations. 
Highly underexpanded flows, on the other hand, yield 
complex external expansion processes with patches of 
supersonic flow which would be premature to consider at 
present. 

Theoretical Considerations 

The details of the model will be briefly described since there 
are some differences from the original version [10-12]. The 
thin shear layer approximations are employed for a steady, 

N o m e n c l a t u r e 

a 
B 

C, 

d 
f 
g 

h 
k 

m'o 
r 

Re 
Ri 
Sc 

acceleration of gravity 
driving potential for con
densation, equation (1) 
constants in turbulence 
model 
injector diameter 
mixture fraction 
square of mixture fraction 
fluctuations 
enthalpy 
turbulent kinetic energy 
injector exit mass flux 
radial distance 
Reynolds number, pud/n 
Richardson number, ad/u2 

Schmidt number 

"J0 — 

T = 
u = 
V = 

v° = 

We 
x 

XC 

a 
e 

V-
^eff,<* 

' A*( 
P 

source term, Table 2 
temperature 
axial velocity 
radial velocity 
weighted radial velocity, 
equation (5) 
Weber number pud I a' 
axial distance 
penetration length 
void fraction 
dissipation rate of turbulent 
kinematic energy 
molecular viscosity 
effective viscosity 
effective turbulent viscosity 
density 

a = 

a' = 
<t> = 

Subscript! 

c = 
f = 

fs = 
g = 
0 = 

00 = 

turbulent Prandtl/Schmidt 
number 
surface tension 
generic property 

i 

centerline value 
liquid phase 
saturated liquid 
vapor phase 
injector exit condition 
ambient condition 

Superscripts 

( " ) = time averaged quantity 
( ' ) = fluctuating quantity 
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axisymmetric turbulent jet in an infinite stagnant environment 
having uniform properties. While injector exit Mach numbers 
are approximately unity for the flows to be considered, kinetic 
energy still represents a small fraction of the enthalpy dif
ference of condensation; therefore, kinetic energy and viscous 
dissipation were neglected. The LHF approximation was 
adopted, implying that the velocity and temperature of both 
phases were the same and that thermodynamic equilibrium 
was maintained at each point in the flow. Similar to earlier 
studies of single- and two-phase turbulent jets, the exchange 
coefficients of mass and heat were assumed to be identical 
[10-15]. 

With these assumptions, the instantaneous properties at 
each point in the flow correspond to the state attained when 
an amount/( the mixture fraction) of injected fluid and (1 —J) 
of fluid from the surroundings, at their initial states, are 
adiabatically mixed and brought to thermodynamic 
equilibrium at the ambient pressure of the flow. Therefore, 
the scalar thermodynamic properties of the flow are only a 
function of mixture fraction (termed the state relationship) 
for prescribed injector and ambient conditions. Given these 
boundary conditions, the state relationship can be constructed 
once and for all by simple adiabatic mixing calculations. 

A state relationship for a typical condensing jet - providing 
void fraction, density and temperature defect as a function of 
mixture fraction-is illustrated in Fig. 1. These conditions 
involve a saturated water vapor jet injected into subcooled 
liquid at 80°C and atmospheric pressure. Mixing of ambient 
liquid with the steam leaving the injector causes the mixture 
fraction to decrease from unity. In the two-phase region of 
the flow, mixing occurs at constant temperature. In this case, 
the addition of ambient liquid causes partial condensation of 
the vapor when the mixture is equilibrated, which results in 

increased density and reduced void fraction. As mixing 
continues, the flow eventually reaches the saturated liquid 
state at a mixture fraction given by 

ffs=>B/(l+B) (2) 

The mixture is single-phase liquid for f<f/s, tending toward 
the ambient liquid state as mixing continues and/approaches 
zero. 

Following Lockwood and co-workers [13, 14], as well as 
earlier two-phase flow analysis in this laboratory [10-12], 
variable density effects are treated by Reynolds averaging 
while turbulence properties are found by solving model 
transport equations for turbulent kinetic energy, rate of 
dissipation of turbulent kinetic energy, and the square of the 
concentration fluctuations (k-e-g model). A number of ap
proximations are employed to develop the model transport 
equations; their usefulness is largely justified by the past 
success of the method [10-14]. A complete discussion of the 
development of k-e-g models is provided by Launder and 
Spalding [17] and Launder [18]. 

Significant effects of buoyancy are possible for the present 
flows, due to unusually large density variations. This was 
evaluated by conducting calculations with and without 
buoyancy terms present in the governing equations for mean 
momentum, k and e, employing an approach similar to Rodi 
and co-workers [19, 20]. In general, the evaluation of the 
model was limited to conditions where buoyancy had a 
negligible effect on predictions - as noted earlier. Therefore, 
since the present results cannot contribute significantly to the 
evaluation of models of buoyancy in turbulent jets, terms 
involving buoyancy will be omitted in the following for
mulation (see Ref. 21 for the complete formulation). 

After making these assumptions the governing equations 
become 

opu 1 a 
-£ -+- - r ( r /> t J , ) = 0 
ox r or 

pu--+pv 
ox 

d<t> 1 d 

Yr=-rTArilai- +s. 
where 

pv =pv + p'v' 

(3) 

(4) 

(5) 

and 4> = u,f,k,e or g. The expressions for ^eff ^ and S^ appear 
in Table 2. 

Empirical constants needed to find turbulence properties 
are also listed in Table 2. Their values were determined by 
calibrating the k-e-g model with data from various boundary 
layer flows [13, 17, 18]. The values appearing in Table 2 were 
re-evaluated for axisymmetric flows during earlier work in 
this laboratory [11, 12]. Using these values, good agreement 
was obtained between predictions and measurements of both 
mean and turbulent quantities for the following experiments: 
constant density jets - Hetsroni and Sokolov [22], Wygnanski 
and Fiedler [23], Becker et al. [24], and Shearer et al. [10]; 
variable density jets - Corrsin and Uberoi [25] and Shearer et 
al. [10]; and combusting gas jets have small effects of 
buoyancy - Mao et al. [11]. Recently, the same constants have 
demonstrated good agreement with measurements in buoyant 
combusting gas jets [21]. One undesirable feature of this 
model is that Ce2 = Cg2 varies slightly for constant and 
variable density flows, as noted in Table 2, with the lower 
value yielding best results for cases where the density varies 
[10-13]. Due to this uncertainty, both values of these con
stants were considered during the present calculations. 

The flows considered in the calculations were all highly 
turbulent and the values employed for ft and Sc did not in
fluence the results significantly; therefore, n was taken as the 
saturated liquid value at the bath pressure and a constant 
value of Sc was assumed, as noted in Table 2. 
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Table 2 Model parameters 
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Fig. 2 Predicted and measured penetration lengths for water vapor 
jets submerged in stagnant subcooled liquid 

The mean value of any scalar quantity <j> (except / , k, e, g 
and n, which are obtained directly from the solution of 
equations (3) and (4)) was obtained as follows: 

4>=\o<t>(f)P(f)df (6) 

where 4>(f) is known from the state relationship, e.g., Fig. 1, 
and P(f) is the probability density function (pdf) for / . 
Similar to earlier work [10-14], a clipped Gaussian pdf was 
employed during the computations. This pdf'is fully defined 
upon specifying its most probable value and variance - these 
parameters are obtained f rom/and g at each point in the flow 
as described by Lockwood and Naguib [13]. 

Initial conditions were estimated since detailed information 
was not available for any of the flows considered in the 
computations. It was assumed that all properties were con
stant at the injector exit, except for a shear layer having a 
thickness equal to 0.1 percent of the injector radius. The 
constant property portion of the flow was specified similar to 
previous studies [10-12], as follows: 

x = 0, 2r/tf<0.999; u0 = m^/p0J0 = 1, 

k0 = (0.02uo)2, e0 =0.07MoVrf, g0 =0 (7) 

where p0 was assumed to be the value for saturated vapor, 
unless the exit quality was known. In the shear layer (x=0, 
0.999<2r/d< 1.), velocity and mixture fraction were assumed 
to vary linearly, while k0 and e0 were obtained by solving the 
governing equations assuming that convective and diffusive 
terms are negligible. The ambient values of it (except as 
noted), / , k, e, and g were all taken to be zero. The boundary 
condition along the inner edge of the shear layer was specified 
by equation (7) until the shear layer reached the jet axis, then 
all radial gradients at the axis were set equal to zero. 

The computations were performed using a modified version 
of the GENMIX computer program [26]. The large density 
variations of the present flows created convergence problems, 
requiring 90 cross-stream grid nodes to obtain acceptable 
numerical closure. The forward step size was limited to values 
less than 1.5 percent of the flow width; therefore, up to 1000 
axial steps were needed to cover the two-phase flow region for 
the present data base. 

Most of the data base involves measurements of 
penetration lengths. Since a stochastic computation is used to 
determine mean properties in the present analysis, the mean 
void fraction never formally becomes equal to zero; therefore, 
the boundary of the two-phase region was defined as the point 
where the mean void fraction is less than 10 ~4 (use of 10 ~5 

yields essentially the same results). This value was chosen as a 
compromise between the greater probability of observing 
vapor for larger mean void fractions and errors due to the 
accumulation of round-off errors for smaller void fractions. 

Results and Discussion 

Condensing Water Vapor Jets. Predicted and measured 
penetration lengths for condensing water vapor jets at at
mospheric pressure are plotted as a function of B in Fig. 2. 
The data of Binford et al. [2], Kerney et al. [3], Kudo et al. 
[4], Chan [15] and a portion of Young's data [6] were ob
tained at atmospheric pressure and are shown directly on the 
plots. The correlation of Weimer et al. [1], for their entire 
data base, including results at various bath pressures, is also 
shown. For injector exit pressures equal to the bath pressure, 
this correlation takes the form 

xc/d=n.8(Po/PJ[n/B (8) 

and is plotted in Fig. 2 assuming a saturated vapor at the exit 
of the injector. This correlation tends to overestimate the 
atmospheric pressure data for water, since it was established 
over a broader data base involving several condensing sub
stances and a range of bath pressures. 

The experimental results illustrated in Fig. 2 are somewhat 
scattered. This is probably due to difficulties in defining 
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precise boundaries for a turbulent two-phase flow as well as 
differences in judgment when determining the extent of the 
vapor region from photographs. Variations in the stability of 
the injector near the choked flow condition and effects of 
external expansion for stable underexpanded conditions also 
contribute to the scatter [1,3], even though the data base was 
selected to minimize these effects as much as possible. 

Predictions are shown in Fig. 2 for the two values of 
Cf2 = Cg2 considered in the calculations. Variables other than 
B (injector diameter and velocity and the small liquid coflow 
velocity present during the tests of Young and co-workers [5, 
6]) were found to have a small effect on the predicted 
penetration length for the highly turbulent flows comprising 
the data base; therefore, only single theoretical curves are 
shown for each set of turbulence model constants. 

In view of the scatter of the data, the predictions illustrated 
in Fig. 2 are in reasonably good agreement with the 
measurements - particularly with data obtained directly for 
water vapor at atmospheric pressure. This is encouraging, 
since standard turbulence model constants, established for 
single-phase constant and variable density jets [10-12] have 
been employed in the computations. 

Predicted boundaries for the two-phase region, using 
C£2 = Cg2 = l .84, are illustrated in Fig. 3 for various values of 
B at atmospheric pressure. For larger values of B, typical of 
the range examined by Kudo et al. [4] and Young and co
workers [5, 6], the region containing vapor approximates the 
conical shape used by these investigators in their analysis of 
the process. As B decreases, however, the vapor containing 
region expands in the radial direction for a time, as observed 
by Kerney, et al. [3] and Wiemer et al. [1] for comparable 
values of B. 

The rapid reduction of the radius of the two-phase flow 
region, near the injector exit and again as the penetration 
length is approached, seen in Fig. 3, raises questions con
cerning the adequacy of the shear layer approximations 
employed in the analysis [5]. It should be recalled, however, 
that these approximations are actually applied to the 
governing equations for u, f, k, e, and g, and these variables 
do not exhibit excessive axial gradients near the phase 
boundary. The rapid variation in the phase boundary occurs 
due to the large sensitivity of void fraction to changes in the 
mixture fraction near the saturated liquid state (see Fig. 1). 
This variation is only a factor in the stochastic computation of 
mean void fraction and is independent of any assumption 
concerning axial gradients. 

Kudo et al. [4] have measured the temperature variation 
along the centerline of condensing water vapor jet having 
sonic exit conditions at atmospheric pressure. The 
measurements and predictions of Kudo et al. [4], along with 
present predictions, are illustrated in Fig. 4. All the predic
tions lag the measured rate of temperature defect decay along 
the axis, with the analysis of Kudo et al. [4] demonstrating the 
smallest error. This trend suggests that the theories tend to 
underestimate the width of the flow. Since initial conditions 
were not measured for this flow, however, uncertainties in 
prescribing them could contribute to the discrepancy between 
present predictions and the measurements, e.g., use of an 
initial velocity profile for fully developed pipe flow would 
improve present predictions considerably. The present 
predictions could also be improved by further modification of 
the constants in the turbulence model; however, this was not 
felt to be justified on the basis of a single experimental 
condition. Furthermore, most investigators have observed 
unstable oscillatory injector flow for sonic exit conditions 
[1-3], which have tended to increase mixing rates due to flow 
development effects, and may be a factor in the 
measurements. 

The very short potential core evident in the results 
illustrated in Fig. 4 was invariably observed throughout the 
computations. This may explain why the analysis of Weimer 
et al. [1], which ignores the presence of the potential core, was 
still reasonably successful in correlating measurements where 
penetration lengths are short. 

Condensing Ethylene Glycol and Iso-Octane Vapor Jets. 
Predicted and measured penetration lengths for condensing 
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the present application for condensing vapor jets did not 
require additional empiricism. The model provided 
reasonably good predictions of vapor penetration lengths for 
momentum-dominated condensing jets with d= 3.17-22.2 
mm, B-1=3-32, px/p0 =324-31,200, xc/d= 1.3-15, 
minimum Re0 = 15,000, maximum Ri0 = 1.3 x 10~6, 
minimum We0 = 100 and the ratio of injector exit mass flux to 
sonic mass flux in the range 1.0-1.7. The predictions also 
supported equation (8) as a reasonable means of correlating 
the effect of condensation driving potential and bath pressure 
on vapor penetration lengths. 

Comparison of the predicted and measured variation of 
centerline temperature defect was less satisfactory for the one 
data set currently available. The present predictions tend to 
lag the measurements, suggesting that the width of the flow is 
underestimated by the model; however, more data is needed 
to fully substantiate this effect. Additional measurements of 
flow structure would also be desirable in order to adequately 
evaluate model assumptions - particularly the LHF ap
proximation. 

The present model is limited to cases where the injector exit 
plane pressure is equal to the ambient pressure. Many ap
plications involve underexpanded vapor jets, with the exit 
plane pressure greater than the ambient pressure, and it would 
be useful to extend the model to treat such cases. A large 
portion of the measurements reported in references [1-6, 8, 
15] involves underexpanded jets; therefore, a reasonably good 
data base exists to test such an extension of the model. 

The model is also not appropriate for oscillatory subsonic 
flows, where the injector passage periodically fills with liquid, 
which are frequently observed for condensing jets having low 
initial momentum [1, 3, 8,15,16]. 

While effects of buoyancy are often important for con
densing submerged jets, due to their large density variation, 
this was not the case for the existing data base. Additional 
measurements are needed in order to evaluate whether 
existing methods for treating buoyant turbulent flows can be 
applied to condensing vapor jets. 

ethylene glycol and iso-octane vapor jets are illustrated in Fig. 
5. In this case, the data were accumulated at a variety of bath 
pressures; therefore, the results are plotted according to the 
empirical expression of Weimer et al. [1], (equation (8)) which 
was found to correlate results at various bath pressures. The 
data is represented by equation (8) although individual data 
points scatter from the correlation similar to the results for 
water in Fig. 2 [1]. 

The predictions illustrated in Fig. 5 use Ca = Cg2 = 1.84; 
predictions for the higher value of these constants are about 
10 percent lower, similar to the variation for water illustrated 
in Fig. 2. Three predictions are shown: two predicted curves 
for ethylene glycol, obtained at bath pressures near the limits 
of the data base; and one prediction for iso-octane at the 
lowest pressure in the data base. The predictions support the 
data correlation of Weimer et al. [1], i.e., the effect of bath 
pressure and condensing substance is small when the results 
are plotted as suggested by equation (8). In addition to 
reproducing these trends, the predicted penetration lengths 
are in reasonably good quantitative agreement with the 
measurements. 

Conclusions 
The present model for condensing jets employs the LHF 

approximation of two-phase flows in conjunction with a k-e-g 
model of turbulence. The empirical parameters used in the 
turbulence model were established earlier by calibration with 
measurements for a variety of single-phase flows; therefore, 
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Diffusion in Heterogeneous Media 
Heat or mass diffusion problems of finite heterogeneous media are characterized by 
a set of partial differential equations for temperatures or mass concentrations, Tk 

(x, t), (k = I, 2, . . . , n), in every point in space, which are coupled through 
source-sink terms in the equations. In the present analysis, appropriate integral 
transform pairs are developed for the solution of the n-coupled partial differential 
equations subject to general linear boundary conditions. Three-dimensional, time-
dependent solutions are presented for the distributions of the potentials {i.e., 
temperatures or mass concentrations), Tk (x, t), (k = 1, 2, . . . , n), as a function 
of time and position for each of the n-components in the medium. The results of the 
general analysis are utilized to develop solutions for the specific cases of one-
dimensional slab, long solid cylinder, and sphere. Numerical results are presented 
for the dimensionlesspotentials (i.e., temperature or mass concentration), Tk (x, 
t), (k = 1,2,3), at the center of the slab, long solid cylinder, or sphere for each of 
the three components of a three-component system. 

Introduction 

The problems of heat or mass diffusion in heterogeneous 
media have applications in various branches of science and 
engineering. Specific examples include, among others, the 
mass diffusion process involving several chemically reacting 
components [1] and transient temperature distribution for the 
components of an heterogeneous medium (i.e., a medium 
consisting of concrete, soil, water- and/or oil-saturated sand 
layers) [2]. The mathematical formulation of problems of this 
type includes a set of diffusion equations in which the 
potentials (i.e., temperatures or mass concentrations), Tk(x, 
t), (k = 1, 2, . . . , « ) in every point of the space are coupled 
through source or sink terms. A mathematical model of this 
type was first proposed by Anzelius [4] by assigning two 
different temperatures to every point of the space for heat 
transfer between solid particles and fluid flowing around 
them. A similar model has been considered in [5] to describe 
the dynamics of gas absorption by porous adsorbent from an 
air flow. The physical significance of the potentials defined in 
this manner is quite apparent for a mass diffusion problem 
involving multicomponent, chemically reacting «-species. For 
such a case, there are n different species at every point in the 
space; hence, one can envision the existance of n different 
concentration distributions in the medium which are con
tinuous functions of space and time over the region under 
consideration. In the case of transient heat diffusion in a 
medium consisting of n different types of materials uniformly 
dispersed over the region, some clarificaton of the actual 
physical phenomenon is in order. We shall consider a finite 
region consisting of uniformly mixed n different types of 
materials each having different thermal and physical 
properties. The size of the particles are small compared to the 
overall dimensions of the region, but the particles are suf
ficiently large so that the medium cannot be regarded as 
homogeneous. Therefore, the medium is a heterogeneous one 
consisting of n different types of materials. Under the steady-
state conditions, there is only one temperature profile for the 
region; for such a case, the effective thermal conductivity, 
related to the conductivities of the separate components and 
the detailed structure of the aggregate, can be used [6]. During 
the transients, however, there will be a different temperature 
profile for each of the M-components in the medium. The 
coupling of heat transfer between the components under 
transient conditions, say, between the components m and p, 
can be characterized by terms in the form <jmp (Tm - Tp), 
where amB = apm is a heat-exchange coefficient, and Tm and 

Tp are the temperatures for the components m and p, 
respectively. Then the mathematical formulation of such a 
heat-transfer problem leads to a set of ^-diffusion equations 
which are coupled through the source-sink term by relations 
of the type given above. Similar models have been described 
in the monograph [2] where methods are also described to 
derive approximate estimates for the interphase exchange 
coefficients and the possibilities are discussed for its ex
perimental evaluation. It is interesting to note that identical 
equations have been proposed in [7] to model filtration in 
elastic cracking porous media. 

The general analysis of heat- and mass-diffusion problems 
of this type given in [8] is not complete. The objective of this 
work is to present general solutions belonging to this class, 
including some applications of the analysis, to the one-
dimensional problem and to develop a method for its 
numerical treatment. 

General Analysis 

We consider a set of diffusion equations in which the 
potential Tk (x, t), (k = 1, 2, . . . , n), in every point in space, 
x, of a given finite region, V, are coupled through source-sink 
terms. The mathematical formulation of such a problem 
consists of «-coupled diffusion equations and given by 

wk(x) 
0Tk(x, t) 

dt 
+LkTk(x,t)=Pk(x,t) 

+ b(x) £ akp[Tp(x, t)~Tk(x, t)] 
P=i 

°<kp = <Xpk, £ = 1 , 2 , . . . ,n,xeV 

subject to the boundary conditions 

BkTk(x, t) = <t>k(x,t),k=\,2 n,xeS 

and the initial conditions 

Tk(x, 0)=fk(x), £ = 1 , 2 , . . .,n,xe V 

where the operators Lk and Bk are defined by 

Lk=- v •[kk(x)v] + dk(x) 

d 
Bk = ak(x) + Pk(x)kk(x) 

dn 

(la) 

(lb) 

(lc) 

(Id) 

(le) 
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Here a(x), P(x) are prescribed boundary coefficients defined 
on the boundary surface, S; the functions, <j>k(x, t), which are 
the nonhomogeneous part of the boundary conditions (lb) are 
prescribed functions; k(x) is associated with the definition of 
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the linear diffusion law; and d/dn represents the normal 
derivative at the boundary surface, S, in the outward 
direction. The term Pk (x, t) characterizes a prescribed source 
term. 

This boundary value problem will now be solved by the 
application of a finite integral transform technique. 

Development of the Integral Transform Pair. To develop 
the desired integral transform pair, we consider the following 
eigenvalue problem appropriate for the solution of the 

• nonhomogeneous problem defined by equations (1). 

n 

^2wk(x)^k(x) + b(x) Y/ UkPWp(x)-1'k(x)] 
P=I 

= Lk\j/k(x),akp = a pk 

(2a) £ = 1 , 2 n,xe V 

subject to the boundary conditions 

Bk4,k{x) = 0, Ar=l,2 n,xeS (2b) 

where Lk and Bk are defined by equations (Id) and (le), 
respectively. 

We now expand the desired potential, Tk (x, t), in terms of 
the eigenfunctions of the above eigenvalue problem in the 
form 

Tk(x.t)='EAi(t)i'ki(x),k=l,2 n,xeV (3) 

where the summation is taken over all discrete eigenvalues, ft,. 
To determine the unknown coefficients, Aj(t), the or

thogonality condition for these eigenfunctions is needed, but, 
the homogeneous problem defined by equations (2) is an 
eigenvalue problem which does not belong to the conventional 
Sturm-Liouville system. Therefore, the first step in the 
analysis is to establish the orthogonality condition as 
described below. 

Equations (2a) are written for two different eigenvalues, jt, 
and ft,; the first of these equatons is multiplied by ipkj(x), the 
second by ^kj(x), the results are subtracted, integrated over 
the volume, V, the volume integral is changed to surface 
integral, the resulting expression is summed up for k = 1 to n, 
and the boundary conditions (2b) are utilized. Then, the 
orthogonality condition for the eigenfunctions \pki(x) is 
determined as 

k = \ 

where the normalization integral, Nh is 

n 

(4a) 

(4b) 

and 5,y is the Kronecker delta. In addition, the notation (\J/kl, 
\}/kj) is used as an abreviation to denote the scalar product of 
two functions, i//kl and i/kJ; that is, 

( f e . ikj) = j v wk(x) Tpki(x) \pkj(x)dv (4c) 

where w(x) is the function that appears in equation (2a). 
Both sides of equation (3) are operated on by the operator 

\yWk(x)Tpkj(x)dv 

the results are summed up for k = 1 , 2 , . . . , / / , and the 
orthogonality condition (4) is utilized to obtain At (t) 's. This 
solution for A, (t) is then introduced into the expansion (3), 
and the resulting expression is split up into two parts to define 
the finite integral transform pair as 

Inversion formula: 

1 
Tk(x,t)=Y, -rftuteWV) (5) 

Finite integral transform: 
n 

Ti(t)='£(tki,Tk) (6) 
A r = l 

where N, is defined by equation (4b). 

Method of Solution. The finite integral transform pair (5) 
and (6) is now applied to solve the boundary value problem 
given by equations (1). That is, equations (la) are multiplied 
by i/ki(x), equations (2a) by Tk(x, t), the results are summed 
up for k = 1, 2, . . . , n, integrated over the region, V, the 
definition of the integral transform (6) is utilized and the 
volume integral is transformed into the surface integral. We 
obtain 

dt,{t) 

dt 
+ tfT,(t)=g,(t) (la) 

where 

g,U)= E 
k=\ 

, kk(x) 

*«(*) 

Tk(x, t) 

dfe(*) 
dn 

dTk(x, t) 

dn 

ds 

\vtki(x)Pk(x,t)dv (lb) 

N o m e n c l a t u r e 

b(x) 
Bk 

dk(x) 
fk(x) 
gi(t) 

kk(x) 

Lk 

°k(x, t) 
t 

coefficient in equation (la) 
boundary condition operator defined by 
equation (le) 
coefficient in the operator, Lk 

the initial condition function 
defined by equation (7c) 
coefficient associated with the definition 
of the linear diffusion law, 
operator defined by equation (Id) 
the normalization integral defined by 
equation (4b) 
the source term in equation (la) 
time variable 

Tk(x,t) = the potential (i.e., temperature or mass 
concentration) 

w(x) = the function in equation (la) 
x = the space coordinate 

ak(x)y Pk(x) = boundary condition coefficients in the 
operator, Bk 

akp = aPk = coefficients in equation (la) 
M;» ̂ P(.x) = eigenvalues and eigenfunctions of the 

eigenvalue problem (2) 

Superscript 

= denotes the integral transform 
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In equation (7b), the integrand of the surface integral is 
evaluated by utilizing the boundary conditions (16) and (2b); 
then the expression for g, (t) takes the form 

-dk(x)Tk(x,t) + Pk(x,t) + 
n 

+ b(x) J^akplTp(x,t)-Tk(x,t)], 

^ki(x)-kk(x) 
Hkiix) 

dn 

P=i 

<---' J s °tk(x) + 0k(x) 

inXoSx^AT!, / > 0 (12«) 
ds 

• J > + \..iki(x)Pk(x,t)dv\ (7c) 

The initial condition needed to solve equation (la) is deter
mined by taking the finite integral transform of the initial 
condition (lc) according to the transform (6); that is 

fy0)" £<*«,/*)-// (8) 

<*okTk (x0, 0 - $okkk (x0) ^ g ^ 0 ' - =<t>k(x0,t) (12b) 

otikTk(xl,t) + 0lkkk(x1)-
JiP^=<t>k(xl,t) (12c) 

ox 
Tk(x,0) = fk(x) (12d) 

where k = 1, 2, . . . , n and akp - apk. 
The solution of the problem (12) is obtainable from the 

general solution (9) by restricting it to the one-dimensional 
case. We find 

The equation (7a) is solved subject to the initial condition (8) 
and the resulting transform inverted by the inversion formula 
(5). Then general solution of the boundary value problem 
defined by equations (1) becomes 

r*(*.0=E]J; «""''*«(*)[/( 

Ik(x,t)= £ ^ e - " ? ' i M x ) [ / , + \'0gi(t')e^'dt'] 

+ j o *,(/>"''#'],*= 1,2,, ,« (13a) 

(9) where Nhfj and gt (t) are obtained respectively from the one-
dimensional form of equations (46), (8) and (7c) and given by 

k= 1,2,. . . ,n,xtV 

where N„ g,(t') a n d / ; are defined by equations (4b), (7c), 
and (8), respectively. 

Boundary Conditions All of the Second Kind. In the 
foregoing problem given by equations (1) if ak(x) = 0 for all 
boundaries and also dk (x) = 0, then ^ = 0 is also an 
eigenvalue for the eigenvalue problem (1). For such a case, the 
corresponding constant eigenfunctions \j/k0 and ^ must 
satisfy the equations 

]C a*P(^po-^*o) = 0,A:=l>2, . . . ,n 
p=i 

(10) 

Ni=t,\Xl wk(x)^ki(x)dx (136) 
k=\ Jxo 

fi=Yi\ v>k(x)\pki(x)fk(x)dx (13c) 

8iU)= £ \<t>k(x0,t)Uki(x0) + (l>k(xl,t)Qki(xl) 
k=l L 

+ \X1 i,ki(x')Pk(x',t)dx'] (13d) 

which is apparent from equation (2a). Therefore, when the 
boundary conditions are all of the second kind and d(x) = 0, 
ji0 = 0 is also an eigenvalue. Then the solution (9) includes an 
additional term corresponding to the zero-eigenvalue and 
equation (9) takes the form 

Tk(x,t)= — £ tko (1,/*) 

L k= 1 
(\foo.0*o) 

k=l 

+ \0[\s<t>k(.x,t')ds+\vPk(x,t')dv]dt^ 

here Qki (x0), Qkj (xx) are defined as 

\M*o) + M*oW*/(*o) 
G*/(*o) = 

G«Ui) = 

a0k+@0k 

l M * i ) - M * i M / ( * i ) 
Uik + 8,k 

(13e) 

(137) 

+ t ^e-J>Mx)\fi+[gi(OeJ<'dt'] (11) 
(=1 JV| L JO J 

If the source functions Pk(x, t) and 4>k(x, t) are exponentials 
and <?-order polynomials of time, it is desirable to split up the 
general solution into a set of steady-state problems and a 
transient homogeneous problem by following a procedure 
discussed in reference [3] in order to improve the convergence 
of the series. 

One-Dimensional Problem 

The one-dimensional form of the problem (1) is given by 

wk(x) 
oTk(x,t) 

dt ~dxl 
kk(x) 

oTk(x,ty 

dx 

The eigenfunctions \j/ki (x) and the eigenvalues /*, needed in 
the above solution (13) are the eigenfunctions and eigenvalues 
of the one-dimensional form of the eigenvalue problem (2) 
that is 

£ [kk (x) d*kJ£X)] + [^wk(x) -dk (x)Uk (fi, x) + 

n 

+ b(x) Yi cLkpWp(ix,x)-tk(n,x)} 
p=i 

= 0, \nxQ<x<,xl, k = 1, 2 n (14a) 

a0k^k(^,Xo)-Pokkk(x0)^k(.^x0) = 0 (146) 

aik>l>k(l*>xi) + Pikkk(xl)M(n,xi) = 0 (14c) 

Boundary Condition of the Second Kind at all Boundaries. 
If a0k = aik = 0, fiak = 0xk = 1, that is the boundary 
conditions at x = x0 and x = xx are both of the second kind 
and d(x) = 0, the solution of the problem (12) is obtainable 
from the one-dimensional form of the general solution (11) as 
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Tk(x,t) = +. kO 

I ^ l o v/k(x)dx 
k=\ Jxo 

x E <M | ' wk(x)fk(x)dx+ 

+ j o [<Mx0,r)+ (/>(*,,0+ ^ ' P i ( x , r ) d x ] ^ ' j + 

+ j ^ * , ( * > " ? ' ' * ' ] , * = 1,2, . . . ,n (15a) 

* dr dRi dR } 
+Rl-2mE°kP[Op(R,r)-ek(R,T)}, 

p=l 

i nO< J R<l , fo rT>0 ,A:= l , 2 «. 

Subject to the boundary conditions 

ddk(0, r) 

dR 
= 0 

(18a) 

(186) 

(18c) 

where the constant eigenfunctions ^ corresponding to the 
zero eigenvalue (p = 0) must satisfy the equations (10), that is 

]C"*p(^po-V'*o) = 0, £=1 ,2 , . . . ,n 
P=\ 

(156) 

and iV,,/} and g, (r) are defined above by the equations (136), 
(13c), and (13d), respectively. 

To illustrate the application of the general analysis, we 
consider the following one-dimensional, transient diffusion 
problem for an heterogeneous medium consisting of n dif
ferent components. Each component is homogeneous, 
isotropic, and has constant properties; the coupling coef
ficients between the components are constant. Initially each 
component is at the same constant potential (i.e., temperature 
or mass concentration), T0. For times t > 0, the outer 
boundary of the region is kept at a constant potential T„, 
which is different from T0. The mathematical formulation of 
this transient diffusion problem for each of the n com
ponents, is given by 

6>t(l,7) = 0 ,A:= l ,2 , . . . ,n 

and the initial conditions 

dk{R,0) = l,k=l,2,. . . ,n (lid) 

The dimensionless potentials dk (R, T) are defined in such a 
way that the resulting boundary conditions (3c) are 
homogeneous. Therefore, there is no need to split up the 
problem into the steady-state and the transient parts. 

The correspondance between the problem (18) defined 
above and the more general problem given by equations (12) is 
as follows. 

x=R, t=r, Tk(x, t) =8k(R, r), wk(x) =o>kR
l-2m, 

kk(x)=KkR
,-2m, ak(x) = 0, Pk(x, 0 = 0, b(x) =Rl~2m, 

akp = <jkp,x0=0,xl = l,aok=0, (19) 

Pok = 1. <>k (*o. 0 = 0, alk = 1, Plk = 0, 

0jfc(jc,o=o, / t w = i, 

Then the solution of the problem (18) is immediately obtained 
from the solution (13) as 

ek(R,T) = 

oo E»*t n
, / ? 1" 2 B , lM'*"*> d : R 

Ckpkx '" 
dTk (x, t) 

bt 
= kk— \x k dxl 

l-2n,Uik dTk(X,t) 

dx 

" (• 1 
• * * ( * * / , / O e - " T (20) 

•il(ixhR)dR 

+xl-2'"Ylakp{Tp(x,t)-Tk{x,t)}, 
P=\ 

inO <*</, for/>0, £=1 ,2 , . . . , n. 

Subject to the boundary conditions 

3Tk(0, t) 

dx 
= 0,£=1,2 n 

(16a) 

(166) 

(16c) 

The eigenvalue problem for the determination of the eigen
functions \j/k (/*,-, R) and the eigenvalues ^ is obtained by the 
simplification of the eigenvalue problem (14). We find 

«* dR l» dj,k(n,R) 

dR 
}+lx2olkR

l-2miPk(n,R) + 

Tk(l,t)=Tw,k=l,2,. . . ,n 

and the initial conditions 

Tk(x,0) = T0,k=l, 2 , . . . ,n (16d) 

where m = Vi for slab, 0 for cylinder, and - Vi for sphere. 
This problem is now solved as described below. 

Analysis 

By introducing the following dimensionless variables 

x k*t Tk(x,t)-Tw 

+Rl-2mT,°kPM'P(n,R)-tk(n,R)}=0 
p=\ 

i n O < f l < l , A : = l , 2 n 

Subject to the boundary conditions 

W(M,0) = 0 

i M p , 1) = 0 ( * = 1 , 2 n) 

(21a) 

(216) 

(21c) 

/ ' p*C*l2 Tn — Tu, 

uk--
ckpk <*kpl2 

c*P* 'Kk~ k* '°kp k* 
(17) 

In the present problem, the boundary conditions being of 
the same kind for all components, the solution for the 
eigenfunctions \j/k (/*,-, R) can be assumed in the form 

+k(li„R)=Ek+(\„R) (22) 

where Ek's are constants which are yet to be determined, and 
the function i/-(\,-, R) is taken as the solution of the following 
eigenvalue problem 

where C*, p*, and k* are the reference properties, the 
problem defined by equations (16) is expressed in the 
dimensionless form as 

£i[*1-**!^)+X*l-'mHKR)-0.in0sRsl 
(23a) 
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subject to the boundary conditions 

V''(X.0) = 0 

where 

(23b) 

^(X, 1) = 0 (23c) 

Equations for the determination of the constants Ek are 
obtained by introducing the solution (22) into equation (21a) 
and utilizing equation (23a). Then the constants Ek satisfy the 
following n linear homogeneous equations 

n 

(n2oik-Kk\
2)Ek + ^ akp(Ep-Ek) = Q,(k=\,2,. . . ,n) , 

(24) 

Equations (24) can be expressed in the matrix form as 

[A] {E} = ix2 [co] [E] (25a) 

where [A] is real, symmetric, square matrix whose elements 
are all known and given by 

n Ll °>k Ekij 

Fk(\, r)= Y,EkiJ ~ e-fa 
2*1 wk Ekij 

(21b) 

[A] = 

«, x? + Yi °\P - °\ 
p=\ 

- f f 2 l 

n 
K2^+ I ] "2p~CT22 

p=\ 

and ^(X,, R)'s are the eigenfunctions of the eigenvalue 
problem (23). The solution of the eigenvalue problem (23) is 
taken as 

xK\i,R) = (\iR)>"J_m(\iR) (28a) 

which satisfies the equation (23a) and the boundary condition 
(236). The boundary condition (23c) is satisfied if X,'s are 
taken as the roots of the transcendental equation 

J-mW = 0 (28b) 

When equation (28a) is introduced into equation (27) and 

•<*\n 

°2n 

K-n^}+ Ll °np-°n, 
p = l 

(256) 

[ 4 . ! i ^ . d i ! f ? " ? L T ? t r ! ^ ^ ^ iS the integrals are evaluated, the solution 6k (R, r) of the 
problem (18) becomes column vector for the unknown constants, Ek, given by 

"w, 

w2 0 

N = 
o 

8k(R,T) = 2tR\-m{h*)Fk(\,T), 
,'=1 V l - m l M 

(25c) (*=.!, 2, . . .,ri) 

where 

{§} = 

E, 

E2 

Li UkEkij 

Fk(\, r)= %Eku ^ e-fr 

(29a) 

(29b) 
; = i 

(25d) 
TiwkE\ kij 

Once the constants Ek,(k = 1 , 2 , . . . , ri), are determined 
from the solution of the homogeneous system (25), the 
general solution \M/*;> R) of the eigenvalue problem (21), 
which was assumed in the form given by equation (22), is 
constructed by a linear combination of these Ek's in the form 

^k^nR)=TiEkiMKR) 
; = i 

(26) 

Introducing equation (26) into equation (20), the solution for 
Bk (R, T) takes the form 

6k(R,T) = 

„ VRl-2mHKR)dR 
£ -1 f(K R) Fk(\, T) (21a) 

'•' J> ^2(\hR)dR 

and X,'s are the roots of the transcendental equation (286). 
We recall that if the matrix [A.] in equation (256) is real and 

symmetric, the parameter wk > 0, (k = 1, 2, . . . , ri), then 
the eigenvalues (*„• are real and ft? > 0. Various methods are 
available for the computation of all eigenvalue ^ and the 
corresponding eigenvectors Ekjj from equation (25a). 

Once ny and Eklj are determined, the distribution of the 
potentials 6k(R, T), (k = 1,2 ri), for each of n com
ponents in the one-dimensional region 0 < R < 1 is computed 
from the solution given by equations (29). This solution is 
valid for a slab, long solid cylinder and solid sphere, 
depending on the choice of the value of m. 

Specific solutions for the distribution of potentials, 8k (R, 
r), (k = 1 , 2 , . . . , ri), for each of the n components in an 
heterogeneous slab, long solid cylinder and sphere are ob
tained from equation (29) by setting m = 1/2, 0 and - 1/2, 
respectively, and by making use of the relations given in Table 
1. The results are summarized below. 

Slab (m -1/2). By setting m = 1/2 in equation (29a) and 
replacing the Bessel functions by the equivalent trigonometric 
functions given in Table 1, the solution for a slab becomes 
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where Fk (X,, R) is defined by equation (29b) and X,'s are the 
roots of 

that is 
X, = /7r , /=1,2, 3, . . . (326) 

Numerical Results 

To illustrate the application of the foregoing analysis, we 
calculated the potentials (i.e., dimensionless temperature or 
mass concentration), dk(0, T), in the center of a slab, long 
solid cylinder and sphere as a function of the dimensionless 
time, T, from the solutions given by equations (30), (31) and 
(32), respectively, for a three component (i.e., n = 3) 
heterogeneous medium. The system parameters for the 
components were taken as coj = w2 = o>3 = l . and /^ = 0 . 1 , 
K2 = 1, K3 = 10, and the calculations were performed for the 
values of akp = a = 0, 1 and 10. 

Figures 1, 2, and 3 show the potentials dk(0, r), at T = 0, for 
a slab, long solid cylinder and sphere, respectively. The 
physical significance of the results can be envisioned better by 
considering the case, say, shown in Fig. 1 for the slab 
geometry. 

All three components initially (i.e., T = 0) are at the same 
potential, i.e., 6k (0, T) = 1. During the transients, at any 
instant, r, they are at different potentials; but as the steady 
state (i.e., T — oo) is reached, they all attain the same steady-
state potential, 6k (0, oo) — 0. 

The parameter ak is a measure of the relative magnitude of 
the coupling between the components; larger is the value of 
ok, stronger is the coupling between the components. For a = 
10, the curves for the three components are much closer to 
each other than for a=0. The case a = 0 implies that the three 
components are decoupled. For the case a — oo, the curves for 
the components would merge into a single curve. 

Figures 2 and 3 are for a long solid cylinder and a solid 
sphere, respectively. The curves in these figures follow the 
same general trend as those in Fig. 1 for a slab, except they are 
slightly shrunk in the time scale. The crossover of the curves 
for a = 0 and a = 1 for 02 (0, T) is apparent in Figs. 2 and 3. 

r , DIMENSIONLESS TIME 
Fig. 1 Dimensionless potentials, ek(Q, T), at the surface x = 0 of a slab 
as a function of dimensionless time, T, for each of the three com
ponents 

Table 1 

m xmJ-,„(x) xmJl-m(x) 

1 P V1 • 
- -J -cosx -J -sin* 
2 ' ir " ir 
0 J0(x) Ji(x) 
1 [l [2 
~ J-Joix) J-Jl(x) 
2 ' -K * IT 

O^^t^^^^-F^r), 
/ = i ' A ; 

A:=l,2, 3, . . . , « (30a) 

where the function Fk (X,, T) is defined by equation (29b) and 
the eigenvalues X, 's are the roots of cos X, = 0, that is 

X, = ( 2 / - l ) ^ , ; = l , 2 , 3 , . . . (306) 

Long Solid Cylinder (m = 0). By setting m = 0 in equation 
(29a), the solution for a long solid cylinder becomes 

h(R,T) = 2Y, i^±Fk(\hT),k=\,2,.. -,n (31«) 
,=1 M i (A) 

where the function Fk (X,, T) is defined by equation (296) and 
X,'s are the roots of 

•A)(X) = 0 (316) 

Solid Sphere (m = - 1 / 2 ) . In the case of a solid sphere, we 
set m = - 1 / 2 in equation (29a), and utilize the results in 
Table 1 together with the definition of spherical Bessel 
functions. Then the solution for a solid sphere becomes 

h(R^ = 2 i ( - ^ ^ § l F k ^ h R ) , 
;=i NK 

k=l,2,...,n (32a) 
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o" 

T , DIMENSIONLESS TIME 

Fig, 2 Dimensionless potentials, tik (0, r), at the center of a long solid 
cylinder as a function of dimensionless time, T, for each of the three 
components 

T , DIMENSIONLESS TIME 
Fig. 3 Dimensionless potentials, 0k (0, T), at the center of a solid 
sphere as a function of dimensionless time, r, for each of the three 
components 

Conclusion 

A methodology is presented for analytical solution of heat 
or mass diffusion problems of finite heterogeneous media 
characterized by a set of partial differential equations for the 
potentials Tk (x, t), (k = 1, 2, . . . , «), coupled through 
source-sink terms. The application of the above general 
theory illustrated with numerical examples. 
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The Thermal Response of Heated, Levitated Coal 
Particles 

R. E. Peck1 and M. A. Pollock2 

Introduction 
A flow reactor employing aerodynamic levitation has 

recently been developed to study the combustion behavior of 
single, isolated coal particles. In the past we have used the 
apparatus to obtain measurements of temperatures and 
burning rates of levitated coal particles for a variety of ex
perimental conditions. The purpose of this work is to 
assemble an elementary coal combustion model that will 
enable us to analyze the thermal response of the heated coal 
particles. The predicted particle temperature history is 
compared to the experimental results to indicate the role of 
heat- and mass-transfer processes during devolatilization, 
ignition, and combustion of coal particles. 

Experimental 
The aerodynamic levitation flow reactor (ALFR) system, 

described fully elsewhere [1], is illustrated in Fig. 1. Spherical 
coal particles are floated within a vertical free jet on the axis 
of an electric resistance heating coil and exposed to a 
prescribed heating rate, reactant composition, temperature, 
and pressure. The coal samples are 2-6 mm dia pelletized coal 
spheres having an ASTM proximate analysis of 2.4 percent 
moisture, 33.5 percent volatile matter, 49.1 percent fixed 
carbon and 15 percent ash, and a heating value of 26,560 
kJ/kg. 

Experiments were conducted by releasing a particle on the 
jet axis, initiating the heater power, and recording the output 
of a IRCON Model 300T5HC automatic infrared pyrometer 
that was focused on the levitated coal sphere for the duration 
of the particle burnout time. The instrument output was 
calibrated for particle emissivity and transmission losses to 
provide a real-time indication of the particle temperature. 

Theoretical 
Here we develop a simplified mathematical model that 

enables us to calculate the transient temperature response of 

Assistant Professor, Department of Mechanical Engineering, University of 
Kentucky, Lexington, Ky. 40506. Mem. ASME 

Graduate Research Assistant, Department of Mechanical Engineering, 
University of Kentucky, Lexington, Ky. 40506. Mem. ASME 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 30, 
1982. 

individual coal particles heated in the ALFR. The time-
dependent energy equation of a coal particle of mass, mp, 
specific heat, cp, and temperature, TP, subject to the present 
experimental conditions, can be expressed as 

dTj, 

dt " Viconv •" t i r a d " s 
dm„ 
dt 

+ A/*„ 
dm„ 
dt 

+ Ahc 
dmc 

~dT 
(1) 

The terms on the right-hand side of equation (1) account for 
heat transfer due to the convection and radiation, the en
thalpy of vaporization of the volatiles component, and the 
internal heat generation due to volatiles and carbon 
oxidation. Although the complex heat and mass transport and 
kinetic processes associated with coal combustion are not 
completely understood quantitatively, we have adopted 
conventional theory [2-5] to evaluate each contribution to the 
overall energy balance. 

The gas-particle convective heat transfer, <2conv, employs a 
standard Nusselt number correlation for spheres [6] and 
includes a film theory correction for mass transfer. The 
average local gas temperature variation is determined from 
the convective heating by the coil and the particle and by heat 
release accompanying volatiles combustion and CO 
oxidation. For Qrad the particle-gas radiation is considered 
negligible compared to the particle-coil and particle-wall 
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Fig. 1 Schematic diagram of apparatus 
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radiation. The wall temperature is maintained at 300K and the 
measured coil temperature history is used for the desired 
heating rate. Particle emissivity is allowed to vary with 
burnout as described in [2]. 

The contribution of the remaining terms in equation (1) all 
depend on the relative rates of devolatilization and com
bustion. The rate of volatiles evolution (dmv/dt) is assumed 
to be first-order with respect to the remaining volatile matter 
with a measured [1] rate constant of k„ = \ exp ( -
15000/RTp)s~l where the activation energy is in kJ/kmol 
and R is the gas constant. The char burnout is for the most 
part subject to kinetic control, rather than the usual mass-
transfer limitations of large particles, due to the high gas-
particle relative velocity. A rudimentary unreacted shrinking 
core model is used to determine the char reaction rate 
(dmc/dt) that is assumed first-order with respect to oxygen 
concentration with the surface reaction rate taken as kc = 100 
exp (-75000//?Tp) kgc/m

2s atm 0 2 . The latter stages of 
char burnout are also influenced by the rate of oxidizer 
diffusion through the porous ash layer on the particle exterior 
which is estimated by the methods in [5]. 

The reaction enthalpies needed to complete the evaluation 
of the chemical source terms in equation (1) are given below. 
Following [2], about 30 percent of the overall enthalpy of 
reaction for carbon oxidation (Ahc = -3.35 X 104kJ/kgc) is 
released during CO production at the particle surface, and the 
remaining 70 percent during CO oxidation in the gas phase. 
The enthalpy of reaction for the volatiles, Ah,,, is assigned a 
value of -3xl04kJ/kg„ so that the overall heat of com
bustion of the particle is consistent with the experimental 
value. The enthalpy of sublimation, hsg, is set at 500 kJ/kg„ 
which is small compared to the combustion term. Most of the 
volatiles heat release occurs in the gas-phase, but during the 
final period of char burnout, the volatiles can be assumed to 
burn at the particle surface. 

Equation (1) was numerically integrated using a variable-
step, Runge-Kutta method to give the particle temperature 
history, Tp(t). The particle mass, reactive suface area, and 
thermal properties were updated at the end of each integration 
step. 

Results and Discussion 
The results of the study consist of experimental and 

theoretical particle temperature histories for systematic 
variations in heating rate, particle size, and test atmosphere. 
Temperature profiles for 4.76-mm dia coal spheres heated in 
air at three different rates (Ql < Ql < Q3) are presented in Fig. 
2. The steady-state radiation heat fluxes Ql, Q2, and Q3 are 
48.5, 62.7, and 83 kW/m2, respectively. The particle tem
perature initially rises at a rate of about 40°C s~l until the 
sample reaches about 400°C when a higher heating rate of 
100°C s~' accompanies volatiles ignition and combustion. 
The temperature peaks shortly after carbon oxidation 
commences and devolatilization subsides and then decays 
during carbon burnout to a steady-state value of 650-750°C 
after about 150 s. Also, the peak temperature is higher and 
occurs earlier for the higher heating rates. 

The general correspondence between measured and 
predicted temperatures confirms that the essential physical 
and chemical processes have been assimilated in the com
bustion model. The calculations indicate that the sequential 
particle heat generation occurs when the volatiles evolve and 
burn in the wake of the particle, and then the residual carbon 
is converted heterogeneously to CO and subsequently oxidized 
to C02 in the gas phase. Due to the high gas-particle relative 
velocity, the carbon burnout appears to be kinetically limited 
for the duration of the experiment except during the latter 
stages when diffusion of oxygen through the porous ash layer 
may become rate controlling. 

The same test carried out in an argon atmosphere shows 
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Fig. 2 Time-temperature variation of 4.76-mm coal particles in air (101 
kPa) for different heat fluxes (Q1 < Q2 < Q3) 

I500 
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Fig. 3 Time-temperature variation of 6.35-mm coal particles in air (101 
kPa) for different heat fluxes (01 < 02 < 03) 

particle temperatures rising to about the same steady-state 
values indicated in Fig. 2 and well-represented by the model. 
The effect of increasing particle size, shown in Fig. 3, is to 
slow the overall heating rate due to the increased thermal mass 
of the sample and also to lower the peak and final tem
perature due to altered heat transfer rates. 

In summary, measured temperatures of burning levitated 
coal particles agree qualitatively with calculated values. This 
result confirms our ability to model the thermal-
environmental conditions in the experimental system. Im
proved temperature estimates can be accomplished by better 
defining the gas velocity and temperature distributions and by 
adopting a more advanced char combustion model. The 
analysis further substantiates the adequacy of the ex
perimental technique for investigating high-temperature, 
fluid-particle interactions and for studying heterogeneous 
reactions under kinetically controlled conditions. 
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The Effect of a Concentric Radiating Cylinder on 
Liquid Spray Cooling in a Hot Gas Discharge 
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A = 
D = 
E = 

GG,GS = 

h = 

K = 

K, = 
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vs = 

e = 
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cylinder area 
cylinder diameter 
emissive power 
directed flux area; volume zone; 
volume and surface zones 
convective heat-transfer co
efficient 
enthalpy of gas, hd = enthalpy of 
droplets 
total absorption coefficient for 
volume zone, V, 
cylinder length 
mean beam length 
mass flow rate of gas: md =mass 
flow rate of droplets, E md = 
total mass flow rate of droplets 
summed over sizes 
static pressure, Pg= partial 
pressure of radiating components 
directed flux area, surface to 
surface zones 
temperature, / = time 
gas velocity: Vd = droplet 
velocity, K, = zone volume 
surface emissivity 
droplet size in microns 
Stefan - Boltzmann constant 

Subscripts 
d = 
e = 
g = 

u 
Jj 

pertaining to droplet 
entrance plane 
gas 
pertaining to volume and exterior 
surface zones i, gas region within 
interior cylinder 
pertains to interior surface zones 
exterior and interior zones, 
respectively, contributing to the 
energy exchange 
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0 = exterior cylinder, gas region 
between cylinder 

s = surface of cylinder 
u = exit plane of system 
oo = ambient 

Introduction 
The rapid cooling of a hot gas discharge such as a product 

of combustion in a gas turbine at high temperature and 
pressure represents a major constraint on the system design 
requirements. One factor which contributes to the cooling in 
such situations is the radiative gas emission to the interior 
walls of the surrounding enclosure. Gas emittance is generally 
low and, accordingly, the radiative cooling rate is also low. 
The methods by which gas emittance can be increased are 
quite limited. At times, radiation plates [1] have been inserted 
in a hot flowing medium to improve its heat-transfer 
capability, and seeding a gas with particles having high 
emissivity can have some but limited effects in augmenting the 
emission from the gas. Liquid sprays injected in a flowing hot 
gas stream is a well-known and effective way [2,3] for cooling 
the gas in a very short distance. It is generally used where the 
available heat-transfer surfaces are inadequate in size. In the 
present work, an analysis is presented to simulate the effects 
of inserting a concentric tube in a circular duct in which a hot 
gas discharge is flowing and is cooled by the injection of 
liquid sprays and by heat exchange to the surrounding walls. 
The external tube wall is considered to lose heat to the am
bient by convection and radiation. The zonal method used in 
the analysis is one in which two surface zones (exterior and 
interior) are identified, along with one volume zone. A single 
volume zone implies that the gas flowing in the interior tube 
and in the annulus undergoes enough mixing so that at every 
section the gas is considered to be at one temperature, a 
situation that can result by the insertion of a porous cylinder. 
It is felt that a single volume zone can adequately reveal the 
significance of the interior cylinder while maintaining the 
complexity of the problem at a reasonable level. 

Analysis 
The model chosen in this analysis is represented in Fig. 1. A 

hot product of combustion is discharged into the concentric 
cylinders system and at the same time cold water sprays are 
introduced at the entrance at a continuous rate. The coupled 
interaction of heat and mass transfer between the gaseous 
medium and the liquid sprays induces continuous changes in 
the direction of the flow for the gas and the droplets. The 
droplets are considered spherical and the flow is treated as a 
quasi-steady transport of heat and mass with no shattering or 
coalescence of the droplets. The droplet distribution is 
represented by a log normal relation [2] where five sizes were 
conveniently chosen such that the percent of drops smaller 
than a given radius is equal to 10, 30, 50, 70, and 90 percent. 
The number of drops were chosen so that each size contained 
20 percent of the total liquid mass. The use of the zonal 
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Introduction 
The rapid cooling of a hot gas discharge such as a product 

of combustion in a gas turbine at high temperature and 
pressure represents a major constraint on the system design 
requirements. One factor which contributes to the cooling in 
such situations is the radiative gas emission to the interior 
walls of the surrounding enclosure. Gas emittance is generally 
low and, accordingly, the radiative cooling rate is also low. 
The methods by which gas emittance can be increased are 
quite limited. At times, radiation plates [1] have been inserted 
in a hot flowing medium to improve its heat-transfer 
capability, and seeding a gas with particles having high 
emissivity can have some but limited effects in augmenting the 
emission from the gas. Liquid sprays injected in a flowing hot 
gas stream is a well-known and effective way [2,3] for cooling 
the gas in a very short distance. It is generally used where the 
available heat-transfer surfaces are inadequate in size. In the 
present work, an analysis is presented to simulate the effects 
of inserting a concentric tube in a circular duct in which a hot 
gas discharge is flowing and is cooled by the injection of 
liquid sprays and by heat exchange to the surrounding walls. 
The external tube wall is considered to lose heat to the am
bient by convection and radiation. The zonal method used in 
the analysis is one in which two surface zones (exterior and 
interior) are identified, along with one volume zone. A single 
volume zone implies that the gas flowing in the interior tube 
and in the annulus undergoes enough mixing so that at every 
section the gas is considered to be at one temperature, a 
situation that can result by the insertion of a porous cylinder. 
It is felt that a single volume zone can adequately reveal the 
significance of the interior cylinder while maintaining the 
complexity of the problem at a reasonable level. 

Analysis 
The model chosen in this analysis is represented in Fig. 1. A 

hot product of combustion is discharged into the concentric 
cylinders system and at the same time cold water sprays are 
introduced at the entrance at a continuous rate. The coupled 
interaction of heat and mass transfer between the gaseous 
medium and the liquid sprays induces continuous changes in 
the direction of the flow for the gas and the droplets. The 
droplets are considered spherical and the flow is treated as a 
quasi-steady transport of heat and mass with no shattering or 
coalescence of the droplets. The droplet distribution is 
represented by a log normal relation [2] where five sizes were 
conveniently chosen such that the percent of drops smaller 
than a given radius is equal to 10, 30, 50, 70, and 90 percent. 
The number of drops were chosen so that each size contained 
20 percent of the total liquid mass. The use of the zonal 
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method proved successful [4-6] in accomodating real gas 
effects including luminous radiation; accordingly, it is also 
used in the present analysis. The direction of flow is sub
divided into a number of increments. Each increment involves 
two surface zones and one volume zone. The inner surface 
zone is examined separately in order to assess the role of such 
an internal cylinder as a heat sink. Should the interior cylinder 
be at a temperature below the gas temperature due to radiative 
interchange directly to the exterior cylinder, such a cylindrical 
surface, then, induces an additional heat loss from the gas 
and, hence, the overall gas cooling is augmented. It is im
portant to realize also that the inner cylinder plays the role of 
a radiation shield for the gas flowing within it, and, in that 
respect, it has a tendency to reduce the heat transfer from the 
gas. 

An energy balance on an exterior surface zone, /', yields 

Qs,i - 2jSjSiEsj + ZJ SMSi^sjj + SeSiEe + SuSjEu 

i8oo r 

+ T,GjfisiEgj -A0ESii + h,Aa(Tgii - TSii) (1) 

Qsi represents the exterior wall heat-transfer rate leaving the 
exterior surface by convection and radiation, i.e. 

&,, =hoA0(T,j - r . ) + eA0o(T*Sii - 7*.) (2) 

The rest of terms in equation (1), respectively, are: exterior 
tube wall emission from surface zones, j , interior tube wall 
emission from surface zones, jj, inlet surface emission, exit 
surface emission, volume zones emission from exterior gas 
region, emission of exterior wall zone, i, and the convection 
from the exterior gas region to the exterior surface zone,;'. An 
energy balance on an interior surface zone, ii, gives 

2JSJSJJESJ + 2 ^ SjjSiiEsJj + Se.iSiiEe + ^u,i^iiEu 
j jj 

+ LiGj.osuEg,i + L,Gj,isuEgj -AjEsM 
j j 

+ 2hlA,[Ttj-T^u]=0 (3) 

The terms in equation (3) respectively are: exterior tube wall 
emission from surface zones, j , the interior tube wall emission 
from surface zones, jj, inlet surface emission, exit surface 
emission, volume zones emission from exterior gas region, 
volume zones emission from interior gas region, emission 
from interior wall zone, ii, and the convection from the ex
terior and the interior gas regions to the interior wall surface 
zone, ii. An energy balance on a volume zone yields 

[rhg{hs + F*/2], + [Em,, (hd + V$/2h + Yi^G,Etj 
j 

+ ZjSjGjEsj + J J SjjG,ESJj + SeGiEe 

+ SUG0EU -4Ki V,EtJ - Vi,A,(TgJ - Tsji) -h(A0[TgJ - TsJ] 

= [mg (hg + V\/2)\2 + [Lmd (hd + ^ / 2 ] 2 

+ d/dt[£md(hd + Vd/2)]i (4) 

The terms in equation (4) represent, respectively: gas stream 
energy at inlet, droplets energy at inlet, emission of volume 
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Fig. 2 Temperature of system along the flow: initial conditions, 
L/G = 0.2, TD=T// = 1667°K, VG=222.5 M/S, Ps=19 ATM., 
rS|, = 1400°K a 

zones, j , emission of exterior surface zones, j , emission of 
interior surface zones, jj, inlet surface emission, outlet surface 
emission, emission of volume zone, /, and the convection 
terms between the gas and the interior and the exterior sur
faces. The terms on the right hand side are: the gas stream 
energy at outlet, droplets energy at outlet, and the time rate of 
change of droplets energy within the zone, ('. 

The radiative properties and other pertinent conservation 
equations such as the continuity, momentum and equation of 
state for the gas stream and the heat, momentum, and mass 
transfer relations for the droplets have been presented before 
in reference [2, 3]. The gaseous properties are those recom
mended originally in reference [4, 5]. 

Results and Conclusions 

The coupled conservation equations for the gas, the con
centric cylinders, and the droplets were solved by iteration for 
each zone as discussed in [2, 3]. However, in the present 
problem, there is one additional equation representing the 
energy balance on the interior surface zones. The zone width 
varied in size in the direction of flow but did not exceed 0.2 
cm for a system 60-cm long. For the first zone, changes in the 
gas and the spray conditions were arbitrarily assumed; 
however, for the other zones, initial assumptions of such 
changes were the changes of the previous step. Using the 
assumed values, the actual changes were then calculated and 
compared with the assumed changes. If the calculated and the 
assumed values did not differ more than 2 percent, the 
calculated values were considered to be correct. Certain 
surface to surface fluxes, specifically the ones into the exterior 
surface of the inner cylinder, were evaluated utilizing some of 
the shape factor relations presented in [7]. A high and a low 
convection heat-transfer coefficient over the exterior cylinder 
were used along with two exterior cylinder diameters, 3.6 cm 
and 34.55 cm, while maintaining the length at 60 cm. The 
cylinder emissivities were assumed to be unity. The interior 
convection heat-transfer coefficient was calculated locally for 
each zone using the turbulent flow relations in tubes [8]. The 
initial conditions chosen are representative of a product of 
combustion discharged from a high-pressure gas turbine 
where surface and gas radiation can be expected to play an 
important role in the heat exchange. A liquid to gas ratio of 
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Table 1 Gas mass flow rate and gas temperature along the duct 
L/D0 = 1.14 L/D0 = 16.67 

X cm 

0 
30 
60 

Gas flow rate 
Kg/s 

With inner 
cyliner 

84.345 
97.869 
99.177 

No inner 
cylinder 

84.345 
97.872 
99.189 

Gas temperature 
°K 

With inner 
cylinder 

1667 
1145 
1108 

No inner 
cylinder 

1667 ' 
1146 
1111 

Gas flow rate 
Kg/s 

With inner 
cylinder 

0.911 
1.057 
1.071 

No inner 
cylinder 

0.911 
1.061 
1.079 

Gas temperature 
°K 

With inner 
cylinder 

1667 
1139 
1098 

No inner 
cylinder 

1667 
1142 
1103 

0.2 was chosen although frequently a higher ratio has been 
employed in practice. This choice was made in order to 
maintain a temperature level high enough so radiation terms 
could be significant. The liquid spray injected at 278 K is 
considered to have a mass mean radius of 50 microns with a 
standard deviation of 2.3. This yields the following sizes in 
microns from the log-normal distribution curve: 17.19, 32.32, 
50.00, 77.36, and 145.45/x. 

Figure 2 shows the temperature of the gas, the interior 
cylinder, and the exterior cylinder in the direction of flow for 
a high exterior convection coefficient (900 W/m2 - °C) and 
for two LID ratios. As depicted, the interior cylinder did 
exhibit a radiative cooling effect as a result of the cooler 
exterior cylinder and of the exit plane temperature taken to be 
278°K. The cooling effect is more pronounced for the high 
LID ratio (small exterior diameter). This can be interpreted as 
a consequence of two factors, namely (a) a lower exterior 
surface temperature which is due mostly to a lower interior 
convection coefficient, and (b) a lower gas emittance at
tributed to a lower value of PgLe. This second factor tends to 
reduce the gas shielding effect between the two cylinders. 
Although there appears to be a marked difference between the 
temperatures of the two cylinders for a high exterior con
vection coefficient, the exit gas temperature was only 5 
degrees below that obtained when the inner cylinder was not 
present. This may appear to be unexpected. However, when 
the cooling rate imparted to the gas by the cold liquid spray is 
examined along with the duration of the gas in the cylinders, it 
is found that radiative contribution to gas cooling by the inner 
cylinder is esssentially insignificant relative to the spray 
cooling effect. The results for the lower exterior convective 
coefficient (60 W/m2 - °C) reflected even a lesser significane 
to the effect of the inner cylinder. Accordingly, with liquid 
spray cooling for such systems, the use of a concentric 
cylinder to augment the heat-transfer rates from the gas is 
unjustified. It is important to emphasize, however, that for 
systems operating at a similar temperature level but with a 
much lower gas flow rate, the present results do show that the 
interior radiating cylinder can be of significance in 
augmenting the heat-transfer rate from the flowing hot gas. In 
order to further show the order of magnitude of other changes 
induced by the presence of the inner cylinder, tabulated results 
are shown below for the two LID ratios considered. The gas 
flow rate indicated represents the initial value at duct entrance 
plus the amount vaporized from the liquid spray along the 
flow direction. 

Of importance is the level of the gas mass flow rate which 
can experience a higher cooling effect in the presence of the 
inner cylinder. Although arriving at an optimum value 
requires an analysis in which the location of the inner cylinder 
(and thus its radius) is a variable parameter, calculations were 
conducted for the present work with l/D= 16.67. It is found 
that for the gas to experience an augmented drop of 20 percent 
in its temperature (from an overall drop of 556°C to 667°C) 
between the duct entrance and duct exit, the gas mass flow 
rate should be at 3.33 x 10"3kg/s. For this flow rate, the 
Reynolds number will be in the laminar flow region. 
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Radiation View Factors by Finite Elements 

T. J. Chung1 and J. Y. Kim2 

1 Introduction 
Calculations of view factors in radiative heat transfer are 

well documented in standard texts [1, 2]. Typically, various 
analytical methods and contour integral techniques are used 
to calculate view factors. For extremely irregular geometries, 
however, these methods are not well suited and it is shown 
here that finite elements are quite versatile in this respect. 
Gaussian quadrature integration is utilized together with 
finite element geometries [3]. 

2 Basic Geometric Data 
The view factors between various surfaces are given as 

follows (Fig. 1(a)) 
1 

FA~R — • 
•>AA JAB 

cos vA cos tfB dAA dAB 0) 
To evaluate the integral we establish the coordinate system 

as shown in Fig. 1(b). Let us first consider the unit vector eAi2 
in the direction from node 1 to node 2, 

eAl2=^Aih (2) 

where 
XA 

L* 
\ 42 = 

L , 
riAi = 

LAi2 — [(XA2 —XAl) +(YA2~YAI) +ZA2~ZAI) ] 
2 l 2 
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Table 1 Gas mass flow rate and gas temperature along the duct 
L/D0 = 1.14 L/D0 = 16.67 

X cm 

0 
30 
60 

Gas flow rate 
Kg/s 

With inner 
cyliner 

84.345 
97.869 
99.177 

No inner 
cylinder 

84.345 
97.872 
99.189 

Gas temperature 
°K 

With inner 
cylinder 

1667 
1145 
1108 

No inner 
cylinder 

1667 ' 
1146 
1111 

Gas flow rate 
Kg/s 

With inner 
cylinder 

0.911 
1.057 
1.071 

No inner 
cylinder 

0.911 
1.061 
1.079 

Gas temperature 
°K 

With inner 
cylinder 

1667 
1139 
1098 

No inner 
cylinder 

1667 
1142 
1103 

0.2 was chosen although frequently a higher ratio has been 
employed in practice. This choice was made in order to 
maintain a temperature level high enough so radiation terms 
could be significant. The liquid spray injected at 278 K is 
considered to have a mass mean radius of 50 microns with a 
standard deviation of 2.3. This yields the following sizes in 
microns from the log-normal distribution curve: 17.19, 32.32, 
50.00, 77.36, and 145.45/x. 

Figure 2 shows the temperature of the gas, the interior 
cylinder, and the exterior cylinder in the direction of flow for 
a high exterior convection coefficient (900 W/m2 - °C) and 
for two LID ratios. As depicted, the interior cylinder did 
exhibit a radiative cooling effect as a result of the cooler 
exterior cylinder and of the exit plane temperature taken to be 
278°K. The cooling effect is more pronounced for the high 
LID ratio (small exterior diameter). This can be interpreted as 
a consequence of two factors, namely (a) a lower exterior 
surface temperature which is due mostly to a lower interior 
convection coefficient, and (b) a lower gas emittance at
tributed to a lower value of PgLe. This second factor tends to 
reduce the gas shielding effect between the two cylinders. 
Although there appears to be a marked difference between the 
temperatures of the two cylinders for a high exterior con
vection coefficient, the exit gas temperature was only 5 
degrees below that obtained when the inner cylinder was not 
present. This may appear to be unexpected. However, when 
the cooling rate imparted to the gas by the cold liquid spray is 
examined along with the duration of the gas in the cylinders, it 
is found that radiative contribution to gas cooling by the inner 
cylinder is esssentially insignificant relative to the spray 
cooling effect. The results for the lower exterior convective 
coefficient (60 W/m2 - °C) reflected even a lesser significane 
to the effect of the inner cylinder. Accordingly, with liquid 
spray cooling for such systems, the use of a concentric 
cylinder to augment the heat-transfer rates from the gas is 
unjustified. It is important to emphasize, however, that for 
systems operating at a similar temperature level but with a 
much lower gas flow rate, the present results do show that the 
interior radiating cylinder can be of significance in 
augmenting the heat-transfer rate from the flowing hot gas. In 
order to further show the order of magnitude of other changes 
induced by the presence of the inner cylinder, tabulated results 
are shown below for the two LID ratios considered. The gas 
flow rate indicated represents the initial value at duct entrance 
plus the amount vaporized from the liquid spray along the 
flow direction. 

Of importance is the level of the gas mass flow rate which 
can experience a higher cooling effect in the presence of the 
inner cylinder. Although arriving at an optimum value 
requires an analysis in which the location of the inner cylinder 
(and thus its radius) is a variable parameter, calculations were 
conducted for the present work with l/D= 16.67. It is found 
that for the gas to experience an augmented drop of 20 percent 
in its temperature (from an overall drop of 556°C to 667°C) 
between the duct entrance and duct exit, the gas mass flow 
rate should be at 3.33 x 10"3kg/s. For this flow rate, the 
Reynolds number will be in the laminar flow region. 
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Radiation View Factors by Finite Elements 

T. J. Chung1 and J. Y. Kim2 

1 Introduction 
Calculations of view factors in radiative heat transfer are 

well documented in standard texts [1, 2]. Typically, various 
analytical methods and contour integral techniques are used 
to calculate view factors. For extremely irregular geometries, 
however, these methods are not well suited and it is shown 
here that finite elements are quite versatile in this respect. 
Gaussian quadrature integration is utilized together with 
finite element geometries [3]. 

2 Basic Geometric Data 
The view factors between various surfaces are given as 

follows (Fig. 1(a)) 
1 

FA~R — • 
•>AA JAB 

cos vA cos tfB dAA dAB 0) 
To evaluate the integral we establish the coordinate system 

as shown in Fig. 1(b). Let us first consider the unit vector eAi2 
in the direction from node 1 to node 2, 

eAl2=^Aih (2) 

where 
XA 

L* 
\ 42 = 

L , 
riAi = 

LAi2 — [(XA2 —XAl) +(YA2~YAI) +ZA2~ZAI) ] 
2 l 2 
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XAI\ —XAI —XM , etc. 

(3) 

where 

XA Yj 
A/ii = A/i2 : VA1 = 

LAW LAH LA[4 

•^M14— [(-^44 —-^Cil) + ( ^ 4 4 _ ^ / l l ) + (2,44 — Z ^ d ) ] 

^Ci4 =^Ci4 — ^Oii. etc. 

The unit normal vector out of the surface, A, is 

nA = eAl2XeA^ = VAii, (4) 

where 

vAl = \ 4 2 A/13 — \ « A/!2 

VA2 = \ 4 3 A/11 _ \ 4 1 A/13 

v/13 = \ 4 1 A/12 ~~ ^/I2 A/11 

Likewise, for the surface, B, the unit vectors eBl2, eB14, and 
nB can be derived as 

efll2 = ^S/ ' i 

eB14 = f-Bi >i 

n B = eB12 X eB14 = vBi 1; 

(5) 

(6) 

(7) 

Furthermore, the length, L, connecting the two surfaces, A 
and B, at arbitrary points can be defined along with the angles 
dA and 6B measured from their normals to the surfaces by 
calculating the unit vector along this line L, 

eAB — KABi !< 

a nA'*AB a BB-eBA 

cos 8A = = , cos dB = \nA\\eAB\ \nB\\eBA\ 

(8) 

(9) 

3 Coordinate Transformations Between Local and Global 
Coordinates 

The local and global coordinates for the surface, A, are 
related by 

where 

xt=a$Xf 

aU = \ 4 1 i a\2 — \ 4 2 . a\i — \ 4 3 

(10) 

The unit vector in the direction of y on the surface, A, is 
obtained by 

Thus 

and 

e ^ = n x x e ^ i 2 = 7 ^ h 

"21 = T f , «22 = 7 2 , «23=734 

« 3 1 = " / H . « 3 2 = " /12.«33=' ' /13 

(11) 

We proceed similarly for the surface B. 

4 Finite Element Applications 

The isoparametric finite-element functions are introduced 
to relate the variation of the global coordinates with the nodal 
values 

(a) Radiation Between Two Surfaces 

Cb) Normafe and Coordinate Transformations 
Between Local and Global Coordinates 

Fig. 1 Coordinates for view factors 

or 

Xf=<S>BN(ZB,VB)XBNi 

(12«) 

(126) 

Fig. 2 Global view factor—assembly of local contributions 

where $f, and $f, may be chosen as linear isoparametric 
interpolation functions. 

The differential area dA { or dA2 in the integral (1) must be 
transformed into the isoparametric coordinates such that 

dxdy=\J\ d^dri (13) 

where 
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I/I = 

dx dy 

dx dy 

Thus, the Gaussian quadrature intergration can be carried out 
such that 

{14) /U«-W = j _ l J_, J_, J_, X£,v)d£AadVAadSBI,dyBe 

The Jocobian, / , can be evaluated by substituting (12) into 
(18) 

where 

fit \ cos 9Aa cos 0BB 

•KL' A/3-50 

(10) for surfaces A and B. Thus, 

dAA=dxAdyA-\J\Ad£AdriA (15a) 

dAB =dxB dyA = l / l s d%B dt}B (156) a n d > t m i s > j n t e r m s 0f weighting functions and abscissae, we 

In view of (9) and (15) the view factor FA_B is obtained in n a v e 

1 the form (Fig. 2), 
FA-B- -jf 

FA-B~ ZJ ZJ FAC-BP ~ -7- Ll UFAa (16) £ AAa 
a = l 0 = 1 / j k I 

*A a = l 0 = 1 

where w, Wj wk w,A&", nfa, ft", nr) 

JAAa J , 

4-A— Ud ^Aa 
a=l 

cos 8Aa cos 8Bp 

1*L A-a-BB 
dAAa dABP (17) 

-1.5 -2.0 

Mesh Refinement, Jin h 

-1.5 -2.0 

Mesh Refinement, £nh 

(19) 

Fig. 3 Convergence curve of view factor error versus mesh size for two Fig. 4 Convergence curves of view factor error versus mesh size for 
parallel 1 x 1 square planes, 1 unit apart two intersecting 1 x 1 square planes at angle of 30,60,90,120, and 150 

deg 

Table 1 View factors FA _B for two square planes, two-point Gaussian quadrature 

I 

3 x 3 

5X5 

8 x 8 

20 x 20 

30 x 30 

40 x 40 

^ \ . Geometries 

Solution ^ " " \ ^ 
schemes ^ ^ ^ 

Analytic solution 

Contour integration 
[deBastos, 1961] 

Two 
parallel 
planes 

0.19983 

0.20006 

30° 

0.62020 

0.62579 

60° 

0.37120 

0.37255 

Two intersection planes 

90° 

0.20004 

0.19983 

120° 

0.08700 

0.08615 

150° 

0.021510 

0.02112 

0.19980 

0.19982 

0.19982 

1.53905 
1.09247° 

1.17043 

0.96347 
0.79660° 

0.75673 

0.71082 

0.68786 

0.51115 
0.45421° 

0.45474 

0.42319 
0.40214° 

0.39177 

0.38481 

0.38133 

0.23359 

0.22015 

0.21261 

0.20506 

0.20339 

0.20255 

0.09541 

0.09196 

0.08998 

0.08797 

0.08751 

0.08729 

0.02299 

0.02236 

0.02199 

0.02160 

0.02152 

0.02147 

"Results for six-point Gaussian quadrature 
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T n; 1 r-

\ \ 

\ e-3o°\ 

A 

— Exact Solution 

— 2-Polnt Gaussian Quadrature 

" "~ 6-Point Gaussian Quadrature 

W 

; - 120 

0.08070 

B - 150° 

0 I 
0.02151 

1 _L_ _1_ 
1/10 1/20 1/30 1/40 1/50 

Mesh Size h 

Fig. 5 View factors versus mesh size, intersecting planes 

For illustrations, we choose simple geometries shown in 
Figs. 2-4. The results based on linear isoparametric elements 
and two-point Guassian quadrature are given in Table 1. It is 
shown that the most accurate results are obtained for parallel 
surfaces. In the case of intersecting surfaces with smaller 
angles, more refined grids and additional number of Guassian 
points are required for convergence (Figs. 3-5). It is reminded 
that the power of finite-element method is its capability to 
handle irregular geometries other than a simple case shown in 
this example. If convergence is guaranteed from the basic 
mathematical viewpoint, the accuracy of solution for 
irregular geometries can be guaranteed. In this note, 
numerical results shown are based on linear interpolation 
functions and rather a small number of Gaussian points (two 
and four points). Although higher-order, finite-element in
terpolation functions and/or additional number of Gaussian 
points may be used for further improvement in accuracy, it 
has been demonstrated that such attempts are scarcely 
necessary in the example shown in the present study. 

Comparison of Data With Correlations for Natural 
Convection Through Rectangular Cells of Arbitrary 
Aspect Ratio 

D. Q. Le,1 D. W. Hatfield,2 and D. K. Edwards3 

Nomenclature 

yC>(*m »^m 

A 
AP 

D 

kf,kw 

L 

m 

n 

NX,N2 

Nu 

Pr 
Ra 

Ra„ 

tw 
W 

a 
& 

= Galerkin coefficients 
= vertical aspect ratio, LID 
= planform (horizontal) 

aspect ratio, W/D 
= smaller dimension in the 

plan cross section 
= thermal conductivity of 

fluid or wall, respectively 
= length between heated 

and cooled surfaces 
= number of rolls in In

direction 
= number of rolls in in

direction 
= power integral coef

ficients 
= Nusselt number based 

uponL 
= Prandtl number 
= Rayleigh number based 

on L (Grashof-Prandtl 
number product) 

= critical Rayleigh number 
for linear stability theory 
moden 

= wall thickness 
= larger dimension in the 

plan cross section 
= horizontal wave number 
= vertical wave number 

Natural convection heat transfer through a rectangular box 
(W by D in cross section and L high) heated from below 
commences when Rayleigh number Ra (Ra = GrPr) exceeds a 
critical value. Catton and Edwards [1, 2] proposed a 
correlation of Nusselt number versus Rayleigh number based 
upon the approximate integral solution previously used for 
natural convection between infinite parallel plates [3-5], 
W> >L andD> >L. The integral-theory expression required 
knowledge of the set of critical Rayleigh numbers indicated by 
linear stability theory. In the absence of an exact solution to 
the stability problem, Catton and Edwards [1, 2, 6] advocated 
using a solution for the infinite height (L = a>) and perfectly 
conducting walls (kwt„/kfD> > 1) but "adjusting" the wave 
numbers to account for finite end effects and nonconducting 
sidewalls. An adjustment recipe was offered only for the 
square planform, W = D. Comparison of the recipe to the 
square-cylinder experimental results of Heitz and Westwater 
[7] showed reasonable agreement. 

Catton [8-10] subsequently applied the internal Galerkin 
technique and derived the first critical Rayleigh number 
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Fig. 5 View factors versus mesh size, intersecting planes 

For illustrations, we choose simple geometries shown in 
Figs. 2-4. The results based on linear isoparametric elements 
and two-point Guassian quadrature are given in Table 1. It is 
shown that the most accurate results are obtained for parallel 
surfaces. In the case of intersecting surfaces with smaller 
angles, more refined grids and additional number of Guassian 
points are required for convergence (Figs. 3-5). It is reminded 
that the power of finite-element method is its capability to 
handle irregular geometries other than a simple case shown in 
this example. If convergence is guaranteed from the basic 
mathematical viewpoint, the accuracy of solution for 
irregular geometries can be guaranteed. In this note, 
numerical results shown are based on linear interpolation 
functions and rather a small number of Gaussian points (two 
and four points). Although higher-order, finite-element in
terpolation functions and/or additional number of Gaussian 
points may be used for further improvement in accuracy, it 
has been demonstrated that such attempts are scarcely 
necessary in the example shown in the present study. 

Comparison of Data With Correlations for Natural 
Convection Through Rectangular Cells of Arbitrary 
Aspect Ratio 

D. Q. Le,1 D. W. Hatfield,2 and D. K. Edwards3 
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= smaller dimension in the 

plan cross section 
= thermal conductivity of 

fluid or wall, respectively 
= length between heated 
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= number of rolls in In
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= power integral coef

ficients 
= Nusselt number based 

uponL 
= Prandtl number 
= Rayleigh number based 

on L (Grashof-Prandtl 
number product) 

= critical Rayleigh number 
for linear stability theory 
moden 

= wall thickness 
= larger dimension in the 

plan cross section 
= horizontal wave number 
= vertical wave number 

Natural convection heat transfer through a rectangular box 
(W by D in cross section and L high) heated from below 
commences when Rayleigh number Ra (Ra = GrPr) exceeds a 
critical value. Catton and Edwards [1, 2] proposed a 
correlation of Nusselt number versus Rayleigh number based 
upon the approximate integral solution previously used for 
natural convection between infinite parallel plates [3-5], 
W> >L andD> >L. The integral-theory expression required 
knowledge of the set of critical Rayleigh numbers indicated by 
linear stability theory. In the absence of an exact solution to 
the stability problem, Catton and Edwards [1, 2, 6] advocated 
using a solution for the infinite height (L = a>) and perfectly 
conducting walls (kwt„/kfD> > 1) but "adjusting" the wave 
numbers to account for finite end effects and nonconducting 
sidewalls. An adjustment recipe was offered only for the 
square planform, W = D. Comparison of the recipe to the 
square-cylinder experimental results of Heitz and Westwater 
[7] showed reasonable agreement. 

Catton [8-10] subsequently applied the internal Galerkin 
technique and derived the first critical Rayleigh number 
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without recourse to the adjusted wave number ap
proximation. Nevertheless, in view of the simplicity of the 
adjusted wave number concept and the compact closed-form 
expressions given by it for the first and higher critical 
Rayleigh numbers, Edwards, Arnold, and Wu [11] used it as a 
basis to correlate Nu versus Ra for high-vertical-aspect-ratio 
(L/D z 4) rectangular cells. At the time that the correlation 
was proposed, there were no heat-transfer data for high-L/D, 
\ow-W/D rectangles, and none for the intermediate range 1 < 
L/D < 4. 

It is the purpose of this note to propose a correlation based 
upon the approximate integral formalism and a one-term 
Galerkin solution for the first critical Rayleigh number. New 
data are also presented for LID = 2, W/D = 1, 2, 4, 8, and 
LID = 8, W/D = 1 , 2 , and 16, thus complementing previous 
data [11] for LID = 4, W/D = 1, 2, 4, 8, and 24, and LID = 
8, W/D = 4, 8. The proposed correlation is shown compared 
to the new and old data. In particular, it agrees significantly 
better with the high-L/D, lov/-W/D results than does the 
correlation previously proposed [11]. The rectangular en
closures in question are heated from below, cooled from 
above, filled with an infrared-opaque liquid (silicone oil), and 
have adiabatic side walls (by virtue of symmetry in the 
multicellular honeycomb test sections used; see [1, 11-13] for 
experimental details). 

Critical Rayleigh Number 
Following Catton [9], the first critical Rayleigh number 

initiated by linear perturbation theory for thermal stability in 
the rectangular parallelepiped with adiabatic vertical walls, 
heated bottom, and cold top was derived. The most unstable 
perturbations are in the form of rolls with axes parallel to the 
^-direction. In the internal Galerkin method beam functions 
that satisfy the boundary conditions are used to approximate 
the y and z variations of the vertical (z) and ff-direction (y) 
velocity components, while trigonometric profiles are 
assumed for the x-variations and perturbation temperature 
profile. In the one-term Galerkin approximation the self-
weighted, volume-average error in the approximations is set 
to zero. The result is a reasonably compact closed-form ex
pression for Ra!, 

R a l = s , „ J 4 4 [ m M , 2 + ^ - 2 ] [ l + M ; 2 + ^ " 2 

+ dmA2
pA-2+emA*A-*] (1) 

where 
A=L/D,AP = W/D>1 

and coefficients a,„, bm, d,„, and em vary with m, the number 
of rolls in one box side-by-side in the W direction. The exact 
expressions for the w-dependent coefficients are indicated by 
the Galerkin solution in terms of hyperbolic and 
trigonometric functions involving roots to transcendental 
equations. They are well approximated by 

Table 1 Comparison of equation (1) with experiment for 
critical Rayleigh number versus vertical and horizontal aspect 
ratios 

c 

d,„ 

= 158,a,„ = 150m>2 
= m2(l+3.12m-1-4) 
= 2.49 
=/w"2(l.25-0.25m-°-66) 
= m-2(5.13-m-°-6) 

Note that these fits are of the one-term equations; they have 
not been fitted to the data. Note also that the critical Rayleigh 
number must be minimized with respect to m. The ap
propriate m is usually the integer closest to Ap/A = W/L. At 
LID < 1, the Galerkin technique requires more than one term 
to predict adequately Ra!. 

Heat-Transfer Correlation 
The power integral formalism indicates that 

LID 

1.0 
2.3 
3.8 
6.0 
8.0 
1.0 
1.0 
4.1 
4.3 
3.9 
4.0 
4.5 
7.9 
8.0 
2.0 
2.0 
2.0 
2.1 
8.2 
8.5 
8.6 

W/D 

1.0 
1.0 
1.0 
1.0 
1.0 
6.0 
1.0 
1.0 
2.1 
4.3 
8.5 

26.0 
4.5 
9.1 
1.0 
2.0 
4.0 
8.3 
1.0 
2.0 

17.2 

Ra, 
equation (1) 

4.0 X103 

3.1x10" 
1.9xl05 

1.1 xlO6 

3.4X106 

3 .2x l0 3 

4 . 0 x l 0 3 

2 .6x l0 5 

3 .6x l0 4 

1.2 xlO 4 

1.3 xlO 4 

1.5xl04 

6.5 xlO 4 

4.3 xlO4 

2.1 xlO4 

6 .0x l0 3 

5 .2x l0 3 

5 .4x l0 3 

3 .8x l0 6 

4.4X105 

4.9 xlO 4 

Raj 
Exp. 

3.7X103 

3.2 XlO4 

3.1X105 

1.1 xlO 6 

2.5 XlO6 

2.6X103 

3.8X103 

1.7X105 

2.8 XlO4 

1.2 XlO4 

1.2X104 

1.2X104 

7.1 XlO4 

4.7 XlO4 

2.0X104 

5.5 XlO3 

5.3 XlO3 

4.6X103 

3.7 XlO6 

4.4 x10 s 

5.5 XlO4 

Ref. 

[7] 
[7] 
[7] 
[7] 
[7] 

[12] 
[12] 
[11] 
[11] 
[11] 
[11] 
[11] 
[H] 
[11] 
[13] 
[13] 
[13] 
[13] 
[13] 
[13] 
[13] 

N u = l + M [ l - R a , / R a ] - +N2[l -Ra2/Ra] 
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where the power integral coefficients are approximately [5] 
Ni =\A,N2 = 1.6,N3 = \.S,N„= 2,«>3 

The dot notation (following Hollands) indicates that the 
dotted term is zero when negative; thus until Ra exceeds Ra„, 
the nth term and all higher ones are zero. All properties are 
evaluated at the mean temperature. 

Recourse is taken to adjusted wavenumbers for prediction 
of Ra„,n > 2. 

Ra„=( a
2+/32)3a2 (3) 

al =al + fx2„/2 

0i =(«TT + 0.85)2 

and adjusted wavenumber a0 is found from equating Raj 
indicated by equation (3) to equation (1). It is necessary to 
iterate on 

ag=Ral/3[ag + 8]' / l-24 (4) 
where the first iteration begins with a2, = Raf'. 

Comparison with Data 
Table 1 compares Ra! given by equation (1) with previous 

data [7, 11, 12] and the new results of Le [13]. The worst 
discrepancies are with the LID = 3.8, W/D = 1 result of [7] 
and the L/D = 4.1, W/D = 1 result of [11]; the prediction 
splits the data, which are in serious disagreement. Higher-
term Galerkin approximations were developed for the square 
cylinder (W/D = 1) and the slot (W/D infinite), but they did 
not agree with experiment any better than the one-term ap
proximation compared in Table 1. 

Figures 1-3 show comparisons of the correlation equation 
(2) with heat-transfer data [11-14]. The data for a given 
vertical aspect ratio A (=L/D) show that when the planform 
aspect ratio Ap (= W/D) is less than A the curve for Nu 
versus Ra shifts strongly to the right, that is, Rai is strongly 
increased. When Ap is greater than or equal to A there is little 
influence of Ap\ for a given A curves fory4p > A plot almost 
on top of one another. The integral correlation formula gives 
a reasonable fit of the data except for the L/D = 4.1, W/D = 
1.0 data previously mentioned, where the experimental value 
of Ra, is in disagreement with that of [7]. When the predicted 
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value of Ra! disagrees with that indicated by the data, the 
entire heat-transfer curve fails to agree with the correlation. A 
minor failing of the power integral formalism is to show a 
change of slope in the vicinity of Ra2, while the data show no 

abrupt change. Also the power integral indicates no effect of 
Pr, while one would expect a Pr effect at low Prandtl number. 
Aside from these points, the one-term Galerkin solution for 
Ra! presented here and the power integral-theory formula for 
Nu give a useful engineering relation of Nu to Ra. 

While comparison in Figs. 1-3 with data is made only in the 
range 2 > LID > 8 an 1 > W/D > 2 L/D, the agreement in 
Table 1 for L/D down to 1 and the analytical basis of 
equation (1) lend confidence to using the correlation for 
arbitrary L/D > 1 and arbitrary W/D. 
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Natural Convection Fluid Flow Patterns Resulting 
From the Interaction of a Heated Vertical Plate and an 
Attached Horizontal Cylinder 

E. M. Sparrow1 and G. M. Chrysler1 

Introduction 
The purpose of this paper is to convey the results of a flow 

visualization study undertaken as an aftermath of earlier heat-
transfer experiments [1] on interactive natural convection 
between a vertical plate and a short, attached horizontal 
cylinder. Both the plate and the cylinder were maintained at 
the same uniform temperature (above the ambient tem
perature) by separate heating circuits. The plate-to-ambient 
temperature difference creates an upmoving buoyant 
boundary layer which washes over the cylinder. In turn, the 
heated cylinder creates its own field of buoyant fluid which 
interacts with the plate. The heat-transfer ramifications of 
these interactions were explored in [1], but the experimental 
apparatus used there was not conducive to flow visualization 
studies. 

In response to an imperative curiosity about the nature of 
the pattern of fluid flow, a completely new experimental 
apparatus was fabricated to facilitate flow visualization. 
Whereas the heat-transfer experiments of [1] were performed 
in air, the flow visualization was carried out with water as the 
working fluid. The dimensions of the new apparatus (i.e., the 
plate and the cylinder) were properly scaled so that, for 
practically convenient surface-to-fluid temperature dif
ferences, the flow visualization could be performed over the 
same Rayleigh number range as was employed in the heat-
transfer studies. 

The actual visualization was performed using the thymol-
blue method [2]. This is an electrochemical technique in which 
a change of color of the fluid occurs in response to an im
pressed voltage. The color change produces a neutrally 
buoyant blue fluid which faithfully follows the natural 
convection motions. 

Experimental Apparatus 
The vertical plate used in the experiments was fabricated 

from 0.635-cm thick copper, with finished height and width 
dimensions of 14.5 cm and 9.67 cm, respectively. At 
midheight and midway between the lateral edges, a circular 
aperture was drilled into the plate surface to accommodate the 
shank of a horizontal cylinder, which was also of copper. The 
cylinder proper (i.e., the part that participates in the natural 
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convection heat-transfer process) was 1.27 cm in diameter and 
1.27-cmlong. 

The plate-cylinder assembly was heated by electrical 
resistance wire affixed to the rear face of the plate. The wire 
layout was chosen so as to promote temperature uniformity, 
and the measured plate temperature distributions were found 
to be uniform to within 2 percent of the plate-to-ambient 
temperature difference. To minimize heat losses which might 
induce extraneous natural convection motions, the rear face 
and all edges of the plate were thermally insulated with a 
water-tolerant closed-pore polystyrene (0.635-cm thick at the 
edges and 3.81-cm thick at the rear). As an extra precaution, 
the polystyrene was coated with impermeable, self-adhering 
plastic. 

It was desired that the test chamber in which the apparatus 
is installed be as large as possible in order to approximate an 
infinite ambient with respect to natural convection at the 
plate-cylinder assembly. To this end, a plexiglass tank was 
fabricated with internal dimensions of 73.7 x 43.2 x 45.7 
cm, length x width x height. The plate was installed so that 
its exposed face was parallel to the width dimension of the 
tank (the plate was centered in the width). A large clear space 
(53.3 cm in length) was left between the exposed face and the 
opposite wall of the tank. The leading edge of the plate (i.e., 
the lower edge) was positioned 7.6 cm above the floor of the 
tank, while the water level was maintained at 15.2 cm above 
the trailing edge of the plate. 

The working fluid of the experiments was water, to which 
minute amounts of certain chemicals were added to facilitate 
the electrochemical reaction which is the basis of the flow 
visualization method. The first of the additives is thymol blue, 
a pH indicator. Next, the solution is titrated to the end point 
with sodium hydroxide. Then, by the addition of hydrochloric 
acid, the solution is made acidic and red-yellow in color. 
When a small d.c. voltage (~6 V) is impressed between two 
electrodes situated in such a solution, a proton transfer 
reaction occurs at the negative electrode, which changes the 
pH from acid to base at that electrode. This change in pH 
brings about a change of color from red-yellow to blue. The 
thus-created blue "dye" is neutrally buoyant and faithfully 
follows the natural convection motions of the fluid. 

Since the dye is created at the negative electrode, the 
configuration and positioning of the electrode affects the type 
of information that is obtained from the visualization 
technique. In some of the preliminary data runs, the plate and 
cylinder surfaces, or certain portions of these surfaces, served 
as the negative electrode. In other preliminary runs, locally 
exposed portions of wires were used as the negative electrode 
in order to provide single or multiple dye filaments. These 
filaments were found to be highly revealing of the flow field, 
so that the wire electrodes were used in all the final runs. A 
bridge-like fixture, mounted on the side walls of the tank, 
enabled precise positioning of the wire probes. In all cases, a 
copper plate positioned on the floor of the tank served as the 
positive electrode. 

To obtain a permanent record of the flow pattern, the dye 
filaments were photographed. Various lighting arrangements 
were employed in an attempt to obtain high contrast between 
the blue dye filament(s) and the red-yellow solution. 
However, owing to the relatively long light path associated 
with the large dimensions of the tank, there was strong light 
absorption. Thus, whereas there is no ambiguity in the in
formation conveyed by the photographs, they were not judged 
to be of publication quality. Instead, the photographs were 
professionally traced, and it is the tracings that are presented 
here. 

Results and Discussion 
From the available collection of photographic results, four 
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Introduction 
The purpose of this paper is to convey the results of a flow 

visualization study undertaken as an aftermath of earlier heat-
transfer experiments [1] on interactive natural convection 
between a vertical plate and a short, attached horizontal 
cylinder. Both the plate and the cylinder were maintained at 
the same uniform temperature (above the ambient tem
perature) by separate heating circuits. The plate-to-ambient 
temperature difference creates an upmoving buoyant 
boundary layer which washes over the cylinder. In turn, the 
heated cylinder creates its own field of buoyant fluid which 
interacts with the plate. The heat-transfer ramifications of 
these interactions were explored in [1], but the experimental 
apparatus used there was not conducive to flow visualization 
studies. 

In response to an imperative curiosity about the nature of 
the pattern of fluid flow, a completely new experimental 
apparatus was fabricated to facilitate flow visualization. 
Whereas the heat-transfer experiments of [1] were performed 
in air, the flow visualization was carried out with water as the 
working fluid. The dimensions of the new apparatus (i.e., the 
plate and the cylinder) were properly scaled so that, for 
practically convenient surface-to-fluid temperature dif
ferences, the flow visualization could be performed over the 
same Rayleigh number range as was employed in the heat-
transfer studies. 

The actual visualization was performed using the thymol-
blue method [2]. This is an electrochemical technique in which 
a change of color of the fluid occurs in response to an im
pressed voltage. The color change produces a neutrally 
buoyant blue fluid which faithfully follows the natural 
convection motions. 

Experimental Apparatus 
The vertical plate used in the experiments was fabricated 

from 0.635-cm thick copper, with finished height and width 
dimensions of 14.5 cm and 9.67 cm, respectively. At 
midheight and midway between the lateral edges, a circular 
aperture was drilled into the plate surface to accommodate the 
shank of a horizontal cylinder, which was also of copper. The 
cylinder proper (i.e., the part that participates in the natural 
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convection heat-transfer process) was 1.27 cm in diameter and 
1.27-cmlong. 

The plate-cylinder assembly was heated by electrical 
resistance wire affixed to the rear face of the plate. The wire 
layout was chosen so as to promote temperature uniformity, 
and the measured plate temperature distributions were found 
to be uniform to within 2 percent of the plate-to-ambient 
temperature difference. To minimize heat losses which might 
induce extraneous natural convection motions, the rear face 
and all edges of the plate were thermally insulated with a 
water-tolerant closed-pore polystyrene (0.635-cm thick at the 
edges and 3.81-cm thick at the rear). As an extra precaution, 
the polystyrene was coated with impermeable, self-adhering 
plastic. 

It was desired that the test chamber in which the apparatus 
is installed be as large as possible in order to approximate an 
infinite ambient with respect to natural convection at the 
plate-cylinder assembly. To this end, a plexiglass tank was 
fabricated with internal dimensions of 73.7 x 43.2 x 45.7 
cm, length x width x height. The plate was installed so that 
its exposed face was parallel to the width dimension of the 
tank (the plate was centered in the width). A large clear space 
(53.3 cm in length) was left between the exposed face and the 
opposite wall of the tank. The leading edge of the plate (i.e., 
the lower edge) was positioned 7.6 cm above the floor of the 
tank, while the water level was maintained at 15.2 cm above 
the trailing edge of the plate. 

The working fluid of the experiments was water, to which 
minute amounts of certain chemicals were added to facilitate 
the electrochemical reaction which is the basis of the flow 
visualization method. The first of the additives is thymol blue, 
a pH indicator. Next, the solution is titrated to the end point 
with sodium hydroxide. Then, by the addition of hydrochloric 
acid, the solution is made acidic and red-yellow in color. 
When a small d.c. voltage (~6 V) is impressed between two 
electrodes situated in such a solution, a proton transfer 
reaction occurs at the negative electrode, which changes the 
pH from acid to base at that electrode. This change in pH 
brings about a change of color from red-yellow to blue. The 
thus-created blue "dye" is neutrally buoyant and faithfully 
follows the natural convection motions of the fluid. 

Since the dye is created at the negative electrode, the 
configuration and positioning of the electrode affects the type 
of information that is obtained from the visualization 
technique. In some of the preliminary data runs, the plate and 
cylinder surfaces, or certain portions of these surfaces, served 
as the negative electrode. In other preliminary runs, locally 
exposed portions of wires were used as the negative electrode 
in order to provide single or multiple dye filaments. These 
filaments were found to be highly revealing of the flow field, 
so that the wire electrodes were used in all the final runs. A 
bridge-like fixture, mounted on the side walls of the tank, 
enabled precise positioning of the wire probes. In all cases, a 
copper plate positioned on the floor of the tank served as the 
positive electrode. 

To obtain a permanent record of the flow pattern, the dye 
filaments were photographed. Various lighting arrangements 
were employed in an attempt to obtain high contrast between 
the blue dye filament(s) and the red-yellow solution. 
However, owing to the relatively long light path associated 
with the large dimensions of the tank, there was strong light 
absorption. Thus, whereas there is no ambiguity in the in
formation conveyed by the photographs, they were not judged 
to be of publication quality. Instead, the photographs were 
professionally traced, and it is the tracings that are presented 
here. 

Results and Discussion 
From the available collection of photographic results, four 
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Fig. 1 Streamline patterns in side view. The dye-producing probe is 
centered between the lateral edges of the cylinder. 

I—i (a) (b) (c) (d) 

Fig. 2 Streamline patterns in side view. The dye-producing probe is 
lined up with one of the lateral edges of the cylinder. 

figures were assembled for presentation here. Among these, 
Figs. 1-3 show side views of the cylinder and plate, while Fig. 
4 is a head-on view of the cylinder-plate assembly. All of the 
results correspond to cylinder and plate Rayleigh numbers of 
2 x 105 and 3 x 108, respectively. 

Attention will now be focused on Fig. 1. This figure is a 
composite of the tracings of five individual photographs. 
Each is a side view of the plate and the cylinder and, in each, a 
streamline corresponding to a thymol-blue dye filament is 
shown. The lower end of the streamline corresponds to the 
point at which the blue tracer fluid was created. Thus, 
proceeding from left to right in Fig. 1., it is seen that the 
successive cases (a) through (e) correspond to dye origins that 
are displaced progressively farther and farther from the 
surface of the plate. 

What cannot be seen in Fig. 1 is that the probe which 
produces the dye filament is lined up with the vertical 
diameter of the cylinder, i.e., the probe is centered under the 
cylinder. As will be seen shortly, there are major differences 
in the behavior of a centered and a noncentered streamline. 

Inspection of Fig. 1 indicates a common overall behavior 
for all cases, but with important differences in detail 
depending on the dye origin. From the origin, the fluid not 
only moves upward but also moves inward toward the plate. 
Then, as the fluid approaches the cylinder, it turns sharply 
and flows outward (i.e., away from the plate), moving along 
the bottom of the cylinder. Another sharp turn is executed at 
the exposed face of the cylinder, resulting in an upward flow 
along the vertical diameter of the face. Once the face has been 
cleared, the upflow continues but is accompanied by an in
ward motion toward the plate surface. 

To assist in identifying the most significant features of the 
just-described pattern of fluid motion, it is relevant to briefly 
review the flow pattern that prevails adjacent to a heated 
vertical plate without a cylinder in place. The buoyancy 
created by the plate causes an upflow adjacent to the plate 
surface, and the fluid needed to sustain the upflow is drawn in 
from the ambient. Thus, as fluid particles move upward, they 
also move inward. This pattern of fluid flow is, in fact, in 
evidence in Fig. 1, both below the cylinder and above the 
cylinder. 

The special feature is the flow pattern associated with the 

l_J(o) l_ l (b) (c) (d) (e) 

Fig. 3 Streamline patterns in side view. The dye-producing probe is 
displaced laterally by one-half diameter from one of the lateral edges of 
the cylinder. 

cylinder is the outward motion (i.e., away from the plate 
surface) that is imparted to the fluid as it approaches the 
cylinder from below. It is interesting to speculate about the 
cause of the outward motion, especially since it is opposite to 
the prevailing direction of the flow induced by the plate. It is 
believed that the outflow is driven by a pressure gradient 
which is created when the fluid, which approaches from 
below, stagnates against the cylinder. The stagnation causes a 
pressure rise, the extent of which depends on the velocity of 
the approach flow. Available flat plate solutions [3] show that 
aside from a small region near the plate surface, the 
magnitude of the approach velocity decreases with increasing 
distance from the surface. Consequently, there is a decrease in 
the stagnation pressure along the cylinder, and this gives rise 
to the observed fluid outflow. 
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Fig. 4 Streamline pattern in head-on view 

Further perspectives about the flow field can be obtained 
from Fig. 2. The streamlines shown in Fig. 2 were obtained 
with the dye-producing probe positioned below one of the 
lateral edges of the cylinder (i.e., the probe was displaced 
transversely by half a cylinder diameter from that of Fig. 1). 
Due to this positioning, the visualized streamlines pass around 
the side of the cylinder. As the upward-moving fluid particles 
flow around the cylinder, they are propelled outward toward 
the tip, presumably by the same pressure gradient that was 
identified earlier. Taken together, Figs. 1 and 2 indicate that 
the cylinder causes a general outward displacement of the flat-
plate induced flow which approaches the cylinder from below. 

A final side-view visualization is presented in Fig. 3. For the 
streamlines of this figure, the probe was positioned to the side 
of the cylinder - displaced transversely by half a diameter 
from one of the lateral edges. It is evident from Fig. 3 that the 
streamlines pictured there are not markedly influenced by the 
presence of the cylinder. They are essentially the streamlines 
of the flat plate flow. Thus, it appears that the influence of 
the cylinder does spread laterally to a significant extent. 

The aforementioned finding is amplified in Fig. 4, which is 
a head-on view of the plate-cylinder assembly. The dye 
filaments shown in this figure were created by a horizontal 
wire that was periodically coated with teflon, leaving a 
periodic array of exposed segments at which the elec
trochemical reaction could occur. As seen in the figure, the 
flow approaching the cylinder from below moves laterally 
outward at first but then swings back as it passes the upper 
portion of the cylinder. The streamlines which pass near the 
side of the cylinder also tend to be drawn inward above the 
cylinder, but those situated farther to the side are unaffected. 

In Fig. 4, the two streamlines that are closest to the cylinder 
appear to be on a collision course, but that is an illusion since, 
in reality, they do not lie in the same plane (the one closest to 
the cylinder is forward of its neighbor). 

Concluding Remarks 
The flow visualization results presented here demonstrate 

that the flow about a plate-attached horizontal cylinder is 
strongly three dimensional, with the axial motion of the fluid 
in the direction away from the plate being especially worthy of 
note. The observed flow pattern is significantly different from 
that for the classical long, end-effect-free horizontal cylinder. 

In this light, it is quite remarkable that the average heat-
transfer coefficients for the two cases are not too different. In 
[1], it was found that the heat-transfer coefficients for a plate-
attached cylinder with a length-diameter ratio of one (i.e., the 
case studied here) were within 10 percent of those for the 
classical long horizontal cylinder. For an attached cylinder 
with a length-diameter ratio of one-half, the deviations were 
within 20 percent. 

The effect of the attached cylinder on the heat-transfer 
coefficient for the flat plate has not been investigated in the 
literature. The present flow visualization results indicate that 
there will be little effect below the cylinder and that the af
fected region above the cylinder will be confined to a narrow 
corridor only slightly wider than the cylinder itself. 

A Note on Transient Free Convection of Water at 4 ° C 
Over a Doubly Infinite Vertical Porous Plate 

I. Pop1 and A. Raptis2 

Nomenclature 
c = parameter of blowing or suction 
/ = dimensionless function 
g = acceleration due to gravity 
L = characteristic length of the plate 

Pr = Prandtl number, V/K 
t' = time 
t0 = characteristic time, L2/v 

7" = fluid temperature 
T'w = constant temperature of the plate 
T'cn = ambient temperature 

AT' = temperature difference in two 
points of water 

u' = velocity along the plate 
u0 = characteristic velocity, g dL2 x 

in - T'^f/v 
v' = velocity normal to the plate 
v'w = velocity of blowing or suction 
x' = coordinate along the plate 

oriented vertically upward 
x'p = penetration distance 

XP max = dimensionless maximum 
penetration distance 

y' = coordinate normal to the plate 
# = coefficient of thermal expansion 

of water at 4°C 
r\ = similarity variable, y/2VT 
v = kinematic viscosity 
K = thermal diffusivity 
f = density 

Af = density difference in two points of 
water 

Subscripts 
w = wall condition 
oo = ambient fluid condition 

Introduction 
Considerable work has been done in recent years on the 

transient free convection flow past a vertical infinite flat 
plate. Many different mathematical methods and techniques 
have been used to seek solutions to this class of problems 
[1-5]. These studies are mainly restricted only to fluids at 
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coefficient for the flat plate has not been investigated in the 
literature. The present flow visualization results indicate that 
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normal temperatures and are not applicable to free convective 
flow of water below 4°C. Water in the temperature range 
from 0°C to 4°C decreases in volume with increasing tem
perature contrary to the behaviour of most fluids. That is, the 
density of water at 4°C is maximum at atmospheric pressure. 

Goren [6] showed that for water at 4°C the variations in 
density are very closely given by 

Af=ftf(A7')2 (1) 

in which A7 ' is not too large and & = 8.0 x 10 "6 (°C)- 2 . 
Thus, for small temperature variations free convection in 
water at 4°C would be much reduced from that at other 
temperatures and this fact might be an important con
sideration in certain freezing processes. On the other hand, 
the analysis of free convection flow of water at 4°C is im
portant in view of several physical problems, such as coolant 
in many experiments in chemical engineering, atomic energy 
etc., where one wishes to suppress free convection. 

The object of this research note is to apply Goren's idea to 
the problem of transient free convection flow of water at 4°C 
over a doubly infinite vertical porous flat plate following a 
step change of surface temperature. Initially, the plate and the 
fluid are at the temperature of the surrounding fluid, T' „,. 
Then, at time / ' = 0, the temperature of the plate is suddenly 
changed to T'„ and maintained at this value for a l l ? ' > 0, 
where T'w > 7" „ . The fluid is subject to a normal velocity of 
blowing or suction at the plate proportional to t' ~ Vl. As it is 
well-known, the phenomenon of surface mass transfer has 
been widely employed for boundary-layer control and to 
effect of reduction in heat-transfer rates. 

The results of the present solution are presented in both 
graphical and tabular form for a Prandtl number of 11.4 
corresponding to water at 4°C and for some values of blowing 
and suction parameter, c. For comparison we have also in
cluded the data from [3] for fluids at normal temperatures 
and Pr = 1.0. Finally, an estimation is made for the distance 
of the propagation of the leading edge effect of the plate. 
These graphs and tables show the direct effect of the mass 
transfer on the flow characteristics. 

Analysis 

Consider an unsteady free convection flow of water below 
4°C over a doubly infinite vertical flat plate which is initially 
at the temperature of the surrounding liquid, 7" M. The axes 
x' and y' are chosen to be along and normal to the plate. Let 
u' and v' be the velocity components along x'-and j>'-axes, 
respectively. The vertical homogeneity of the problem 
demands that the physical variables are functions ofy' and t' 
only. Thus, the motion of fluid in the vicinity of the plate is 
described by the following set of equations: 

dv' 

By' 
= 0 

du' 

IF 
du' „ d2u' 

dy dy'2 

dT' dT' 
^TT +» 
dt' dy' 

d2T' 

'Jy2 

(2) 

(3) 

(4) 

An important observation is that the preceding equations 
are valid for all Grashof numbers, since we use a doubly 
infinite surface. The initial and boundary conditions pertinent 
to the physical problem under consideration are 

t'<0: u'=v'=0, T' = T'a, everywhere 

t'>0: u'=0, v'=v'„(t'), T' = T'„ at y'=0 (5) 

«'— 0, T' — T'a, as y'-~oo 

The solution of equation (2) consistent with variable 
blowing or suction condition at the plate is 

V'z=v'w(t') = -c(v/t')'/l for all ̂ ' (6) 

where the constant c characterizes the phenomenon of suction 
or blowing at the plate according to whether it is positive or 
negative. It should be, however, mentioned that the form of 
(6) is imposed by the similarity analysis. But this relation is 
somewhat an unrealistic condition particularly for small 
times. However, as Schetz and Zeiberg [3] have shown, such a 
result is not unexpected if it is noted that t' here would play 
the same role as x' /u0 in a steady flow problem. 

In terms of the following dimensionless variables 

to L u0 Tw-T m 

Equations (3) and (4) can be written as 

du c du 
= T2 + 

dy2 dt tVl dy 

dT c dT _ 1 d2T 

Hi ~ W1 Yy ~ Pr ~dy2 

whilst the initial and boundary conditions (5) become 

t<0: u=T=0 everywhere 

(>0: H = 0 , 7 = 1 at y = 0 

w - 0 , 7 - 0 as y- oo 

Further, if we introduce the new variables r/ and/(ij) as 

r,=y/2yff, u(t,y)=tf(r,) 

Equations (8) and (9) then reduce to 

U+2(, + c ) ^ - 4 / = - 4 ^ 
di)1 at) 

d2T „ dT n 

+ 2(7) + c ) P r ^ — =0 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

di\2 •>'•-' ~ dy 

with the appropriate boundary conditions 

/ = 0 , 7 = 1 at rj = 0 

/ - 0 , 7 - 0 as ?/-oo 

The solution of equation (13), satisfying (14), can be ob 
tained in a straightforward manner and may be written as 

e//c(VPr(ij + c) 
T(v) = - (15) 

er/c(VPr c) 
where erfc ( ) is the complementary error function. By 
substituting the solution (15) into equation (12) the equation 
becomes linear, and a closed-form solution of this equation 
subject to the boundary conditions (14) is not feasible for 
arbitrary c. However, it is easier to integrate the ordinary 
differential equations (12) and (13) numerically using, for 
instance, the shooting method or the method of variation of 
parameter (see Na [7]). We have solved these equations for 
several values of the parameter, c, with the automatic initial-
value technique developed by Nachtsheim and Swigert [8]. 

From (15) the dimensionless rate of heat transfer is given by 

- ( ^ ) =2f^«P<-^> (16) 
\ dt) / v=o v 7T erfc(y/Pi c) 

Another physical quantity of additional interest is the 
penetration distance of the fluid originally at the leading edge 
of a semiinfinite flat plate and which is defined as 

xp(y'>t">=\Q u'(y',T)dT 

If we write equation (17) in dimensionless form 

(17) 

(18) 
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Fig. 1 Transient velocity and temperature profiles in water at 4°C and 
for fluids at normal temperatures and Pr = 1.0 

and taking into account (7) and (11), then we have 

fir,) 

*-"M.T"]- (19) 

Accordingly the maximum penetration distance is obtained by 
imposing 

top n t'f'Wj n 
— ^ = 0 or — — of 77 = 0 
ay J v v 

(20) 

Results 
Transient velocity and temperature profiles for water at 

4°C, along with those for fluids at normal temperatures and 
Pr = 1.0 obtained in [3], are shown in Fig. 1. We observe 
from these figures, as one would expect, that the application 
of suction (c = + 0.5) reduces the velocity and temperature 
profiles whereas the blowing (c = - 0.5) is followed by a 
considerable increase of these profiles. 

In Table 1 some values of the dimensionless skin-friction 
and the rate of heat transfer at the plate are given. Also in
cluded in the table are the results for fluids at normal tem
peratures and Pr = 1.0. By inspection of this table, it can be 
noted that the skin-friction decreases with the increase of the 
surface mass-transfer parameter, c. Contrary to this, the rate 
of heat transfer increases in magnitude once the parameter c 
increases. On the other hand, Figs. 1 and Table 1 show that, 
in general, the phenomenon of reduction of free convection in 
water at 4°C is more pronounced than for fluids at normal 
temperatures. However, a rising temperature distribution is 
seen in Figs. 1 near the plate for water at 4°C in the case of 
blowing. 

Table 2 summarizes results of the penetration distance, 
Xpllt1, for several specified values of the blowing or suction 
parameter, c. For completeness, the roots rj0 of equation (20) 
and the corresponding maximum penetration distances, 

Table 1 The skin friction and the rate of heat transfer at the 
plate for water at 4°C and for fluids at normal temperatures 
andPr = 1.0 

c 

- 0 . 5 
0.0 

+ 0.5 

(df/dT,) 

Pr=11.4 

0.92556 
0.33099 
0.13822 

,=o 
Pr = 1.0 

1.18613 
1.12838 
1.02094 

- (dT/dr,) 

Pr = 11.4 

0.11116 
3.81022 

12.98162 

,=o 

Pr = 1.0 

0.57796 
1.12838 
1.83271 

Table 2 The penetration distance, xp/2t2, for water at 4°C 

-0.5 c = 0.0 c = + 0 . 5 
0.03 
0.06 
0.12 
0.18 
0.21 
0.24 
0.27 
0.30 
0.60 
0.90 
1.20 
1.50 
1.80 
2.10 
2.40 
2.70 

0.9527 x 
0.1627X 
0.2656x 
0.3243 x 
0.3394 x 
0.3465 x 
0.3469x 
0.3418 x 
0.1819X 
0.7057 x 
0.2431x 
0.7441x 
0.2006x 
0.4691x 
0.9037 x 
0.1094X 

0.03 
0.06 
0.09 
0.12 
0.15 
0.18 
0.21 
0.24 
0.27 
0.30 
0.60 
0.90 
1.20 
1.50 
1.80 
2.10 

0.3067 X 
0.4368 X 
0.4995 x 
0.5169X 
0.5070x 
0.4819X 
0.4494 X 
0.4140 X 
0.3785 x 
0.3443 x 
0.1204X 
0.3747 x 
0.1033 x 
0.2483 x 
0.4942x 
0.6215 x 

- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 2 
- 3 
- 3 
- 4 
- 5 
- 6 

0.02 
0.04 
0.06 
0.08 
0.10 
0.12 
0.14 
0.16 
0.18 
0.20 
0.30 
0.40 
0.50 
0.60 
0.80 
1.00 

0.9965x 
0.1185X 
0.1237x 
0.1213x 
0.1154X 
0.1082X 
0.1006x 
0.9320x 
0.8616x 
0.7956x 
0.5297x 
0.3489 x 
0.2271x 
0.1460X 
0.5743x 
0.2146x 

- 3 

xp max/2/2, are found to be in the intervals 

0.24< I ? 0<0.27: 0.3465 x 10"1 <xp m a x /2/2<0.3469x 10"1 

for c= - 0 . 5 

0.12<j?0<0.15: 0.4819 X l 0 - 2 < ^ m a x / 2 / 2 < 0 . 5 0 7 0 x l 0 - 2 

fore = 0.0 

0.06<r;0<0.08: 0 . 1 2 1 3 X l 0 - 2 < ^ m a x /2/2<0.1237x 10"2 

forc= +0.5 

It is worth noting here that the penetration distance is 
greater in the case of blowing than in the case of suction. 
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On the Prediction of the Hydrodynamic Flooding 
Criterion 

L. S. Yao1 and K. H. Sun2 

Introduction 
The countercurrent flow limitation or flooding in two-

phase flows has long been a subject of engineering interest in 
the design of packed columns and two-phase heat-transfer 
processes [1, 2, 3]. Current concern about the effectiveness of 
injecting emergency core cooling water into a hot reactor core 
during a loss-of-coolant accident provides further impetus for 
flooding research [4-17]. Most recent studies were focused on 
the flow characteristics of a down-flowing water film with a 
upward gas flow in a long narrow pipe. A comprehensive 
review was recently performed by Tien and Liu [1]. 

Relations between the updrafting gas flow and the 
downward liquid flow were first correlated by Wallis [2] for 
his air-water data from round tubes. From his correlation, the 
critical gas flux above which there is no penetration of 
downward liquid flow is represented by 

PgJg 

: ]" - constant (1) 
-gD(pf-pg) 

Equation (1) can be modified by replacing the tube diameter, 
D, by the characteristic length [a/ggc (pf-pg)]'A [6, 17] to 
become 

Ku = - ^PgJg 
= constant — (2) 

[ggMPf-Pg)V
A ~*" 

where Ku is often called the Kutateladze number. Equation (2) 
was later derived by Tien et al. [15] by considering inviscid 
interfacial instability coupled with the kinematic wave theory 
and the critical wavelength concept. 

Sun [6] found that the parameter, Ku, is a constant for 
flooding at the upper tie plates of the boiling water reactor 
(BWR) fuel bundles [6, 17]. For the vertical side-entry orifices 
of the BWR bundles, he found that Ku is a linear function of 
the Bond number, a dimensionless diameter which is defined 

D*=D\ gcg(Pf-pg) 
(3) 

Tien et al. [15] correlated their tube data by setting Ku as a 
function of tanh(Z>*). 

There are generally two types of phenomena corresponding 
to the threshold of flooding with no liquid penetration. One is 
the situation in which the liquid pool in the upper plenum is 
supported by a gas jet injected from below. The other 
phenomenon is that the liquid film in the tube is held against 
the tube wall by the upward gas flow. In the former case, the 
pool is dynamic and the tube is dry. While in the latter case, 
the liquid film can be considered as stationary and it is 
referred to as the "hanging film phenomenon" [10, 12]. 

In cases of flooding with the hanging film phenomenon, 
Pushkina and Sorokin [7] showed that their wide range of 
data from different tube sizes and working fluids can be 
correlated by Ku = 3.2. Wallis and Makkenchery [12] in
dicated that Ku = 3.2 overpredicted their tube data at small 
D*. Analyses of the phenomenon by Wallis and Kuo [11], and 
Eichhorn [10] pointed out that the contact angle between the 
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fluid and the solid surface can be important. Correlations in 
the forms of Ku versus D* with the friction factor as a varying 
parameter have been proposed by Bharathan [13], Richter [4], 
and Eichhorn who showed an additional dependence of the 
contact angle [10]. 

In cases of dynamic flooding in the liquid pool with no 
downward liquid penetration, the phenomenon is different 
from the hanging film situation because the annular flow 
configuration does not exist and the friction factor associated 
with the pipe flow is irrelevant. Experimental study of 
flooding with variation of the depth of the liquid pool in the 
upper plenum by Wallis [9], Bharathan [13, 14], and Jones 
[17] showed that the countercurrent liquid and gas flow rates 
were relatively insensitive to the liquid depth compared to the 
geometries of the pipe entry and exit. Correlations used for 
this condition is similar to that for the hanging film condition. 
However, no fundamental models are available to describe 
the threshold of flooding with a gas jet in a liquid pool and to 
predict the critical gas flux above which there is no liquid 
penetration. 

There are similarities between the flooding phenomenon 
with a gas jet injected into a liquid pool and the 
hydrodynamic crisis (or the critical heat flux) in a boiled pool 
[3, 18, 19, 20]. Zuber et al. [18], and Sun and Lienhard [19] 
suggested that vapor jets and water jets move in opposite 
direction and compete for the flow passage in a boiling pool. 
The maximum relative velocity between the countercurrent 
flows occurs in the limit of Helmholtz instability. Coun
tercurrent flooding limits the amount of water approaching 
the heating surface and triggers the boiling crisis. Thus, it is 
reasonable to assume that flooding occurs as Helmholtz 
instability limits the approach of the liquid to the orifice on 
the bottom plate where the gas is injected through the orifice. 

In the present study, a fundamental model for dynamic 
flooding with no liquid penetration has been developed by 
applying the linear instability and the basic inviscid flow 
theories. The result is compared with available experiments. 

Analysis 
The idealized model is a gas jet injected upward from a 

circular hole of diameter, 2a, into a large liquid pool as shown 
in Fig. 1. The velocity of the gas jet relative to the liquid jet is 

Vapor 
jet 

i^! 

Liquid pool 

Fig. 1 The physical model—an upward vapor jet from a circular hole 
of radius a into a large liquid pool 
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assumed constant, designated by W. Since the induced liquid 
velocity is small compared to the gas velocity, W can be in
terpreted as the gas inlet velocity. 

A straightforward analysis can be performed [21] to show 
that the onset of the instability of the vapor column occurs 
when 

yfcgW>T 
IAka) 

I0(ka) 
ak 

V a2k2) 
(4) 

Equation (4) shows that the gas jet is unstable when 1 > ak 
where k is the wave number and I's are the Bessel functions. 
The instability condition, 1 > ak, represents the physical 
situation that the vapor jet breaks into vapor bubbles under 
the influence of surface tension when the wavelength, A = 
2ir/k, exceeds the circumference of the jet. This is known as 
the instability of the Rayleigh jet [22], Rayleigh also showed 
that the unsymmetric disturbances are stable, i.e., k^, = 0. 
Physically, one can picture that bubbles are formed on the top 
of a rising gas column when the injection gas speed is low. 

The gas jet becomes violent as the injection speed increases. 
This is known as the Helmholtz instability which causes 
flooding. Due to the highly irregular motion along the in
terface, the lowest circumferential mode, k^ = 0, is not 
necessary to be most unstable. Determination of critical and 
fastest-growing modes along the z-direction as well as along 
the ^-direction requires a detailed study of nonlinear effects. 
Since the model does not account for this detail, it is decided 
to select kz and k^ by matching with the available data. 

The well-known Laplace length, [a/(pj — pg)g]'A, used 
widely in two-phase flow and boiling, is selected as the 
characteristic length. We set 

k=y/kJ+k7
2 

= C j [ ^ Z ^ ] * (5„) 

(5b) 

Rearranging equation (4) after substituting equation (5) 
results in 

Ku > C 4 C 3 ' (6) 

Equation (6) provides a criterion for flooding with no liquid 
penetration. It indicates that the criterion corresponds to a 
constant Kutateladze number which depends on the Bond 
number. This is a consequence of competition between the 
Helmholtz and the Rayleigh-jet instabilities. 

Equation (6) shows that the critical Kutateladze number 
weakly depends on D* when D* > > 2/C3 . This agrees with 
the trend of Pushkina and Sorokin's data [7]. In this case, 
flooding is governed by the Helmholtz instability. 

For D* < 2/C3 , Equation (6) indicates that Ku becomes 
imaginary and the system is unconditionally stable. 
Physically, it could correspond to the condition in which the 
surface tension becomes the dominant force, and the jet 
configuration does not exist. It could also be interpreted that 
the diameter of the orifice is so small that the Taylor waves 
can not grow. At zero vapor flow, the potential energy, 
depending on the depth of the liquid pool, balances statically 
with the pressure energy of the vapor. Though the current 
model does not consider this condition, it does show that 
flooding does not occur when D* < 2/C3, i.e., when the 
orifice diameter is smaller than 1/(C3TT) times the critical 
Taylor wavelength. 

When D* > 2/C3, the Taylor unstable waves grow to form 
gas columns. For small D*, the surface tension breaks up the 
gas column near the orifice. One can picture that a series of 
bubbles is formed close to the orifice. This is a consequence of 
the Rayleigh-jet instability. As D* increases noticeably larger 
than 2/C3, the height of the gas column increases, and the gas 
bubbles break away from the top of the gas column. The 
Rayleigh-jet instability moves upward and interacts with the 
Helmholtz instability. This results in an increase in the critical 
Kutateladze number. 

The influence of the Rayleigh-jet instability gradually 
disappears for an even larger D*, approximately D* > 10. 
The flooding is then caused solely by the Helmholtz instability 
and is independent of D*. Physically, this means that the 
orifice diameter is no longer a relevant parameter to the 
flooding phenomenon, if it is far larger than the Taylor 
unstable wavelength. 

Under the condition that D* is not too small, the Bessel 
functions can be represented by the governing terms in their 
asymptotic expansion. Equation (6) becomes 

4C2D*-3 

AC.D* + 1 V1 C,2D*2) 
(7) 

The value of C4C3
[/* is set at 3.2 to match with the ex

perimental data for very large D*. Due to the similarity of the 
flooding phenomenon to that of the pool boiling critical heat 
flux [3, 18, 19], two sets of wave numbers are selected ac
cording to [18] to provide the upper and lower bounds of the 
flooding criterion. 
(0 Critical wave number 

k7 = 

= 1.93 

a J 

{pf-pg)^'A 

(8) 

[*=**•] 
This corresponds to the selection of the Taylor critical 
wavelength \ = 2ir/kz = 2TT [0/(pf-pg)

g]y'. Equation (17) 
becomes 

T D* -0.345 / 0.848 \1 'A 

Ku>3.2 (1 - ) (9) 
L Z>*+0.115 V D*2 ) \ K ' 

It is obvious that the equation is valid for D* > 0.921. 
Equation (9) is represented by the dashed line in Fig. 2. 
(/'/') Rapid-growth wave number 

Richler [4] 

Pushkina & Sorokin [71 

Bharathan el al, [131 

ZnZLT T ieneta l , [15] 

3 8 10 20 

Bond Number (D*) 

40 60 80 100 

Fig. 2 Comparison of the present theory with data and other analyses: 
o Wallis&Makkenchery[12]; • Dukler&Smith[5]; o Bharathan [14]; A 
Bharathan et al. [13]; 0 Jones, 7 x 7 bundle [6]; a Jones, 8 x 8 bundle 
[6]; v Wallisetal.[9]; o Richter[4] 
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^ " v f L ; J 
! (10) 

^ = 1.39l[-(^"/')g]M 

This is derived by selecting the rapid-growth Taylor 
wavelength, \z = 1-K [3a/(p/-pg)g]'/l. Equation (7)becomes 

„ „ r D*-0.5 ( 1.764N1 'A 

Ku>3.2 (1 , - ) (11) 
Li?"+0.166 V D*2 ) \ K ' 

Equation (11) indicates there is no flooding limit for D* < 
1.33 and is plotted as the solid line in Fig. 2. 

Comparison With Experiments and Correlations 
The present analysis of the hydrodynamic flooding 

criterion for the case of a gas jet in a liquid pool without 
liquid penetration leads to the predictions of the critical 
Kutateladze number, Ku, as a function of the Bond number, 
D*, as shown in Fig. 2. The data that were plotted in Fig. 2 for 
comparison encompass both steam-water and air-liquid with a 
wide range of surface tension. The geometry includes single 
vertical tubes of various sizes and multirod bundles. It should 
be noted that the data shown in Fig. 2 include both the 
hanging film type of flooding [4, 5, 7, 9, 12-15] and the 
flooding in a liquid pool (6, 9, 13, 14, 17]. Since the study by 
Wallis et al. [9], Bharathan [13, 14], and Jones [17] showed no 
significant effect of the pool depth on flooding compared to 
the effect of pipe entry and existing geometries, we shall 
present all the data here for comparisons. 

The data of Pushkina and Sorokin [7] from tests with air 
and organic liquids are represented by a dotted line in Fig. 2. 
The data of Tien et al. [15], which has a four-fold variation of 
the pipe diameter and liquid surface tension, is shown by a 
band. The upper and lower bounds of the band are the 
limiting conditions in their correlations, which were obtained 
from tests with various entry and exit geometries by setting 
the liquid flow terms equal to zero. There are abundant air-
water single tube data with thirtyfold variation of tube 
diameter from Wallis [9, 12], Richter [4], and Bharathan [13, 
14] of Dartmouth College. The scatter of the Dartmouth data 
is largely attributed to the various tube entry and exit 
geometries, as was the case of the data of Tien et al. [15]. The 
single data point of Dukler and Smith [5] was obtained by 
extrapolating their flooding data on a jg'

A versus j / A 

correlation to the coordinate where jf - 0. The steam-water 
data of Jones [6, 17] for the geometry of 7 x 7 and 8 x 8 
multihole tieplates were plotted in Fig. 2 by using hydraulic 
diameters in D*. 

The present theory is also compared with existing 
correlations for the limiting conditions of flooding without 
liquid penetration. The correlation developed by Bharathan 
[13], which reaches the asymptote of Ku = 4.2 for large D*, is 
the maximum gas flow at which any liquid film can be present 
within the tube without being dried out by the gas stream. The 
correlation is a theoretical envelope not reached by his data 
and was developed from momentum balance considerations 
coupled with an empirically determined friction coefficient 
for air-water flow. Richter [4] used a different approach in his 
momentum balance consideration by taking into account the 
effect of waviness in annular flow. In his model he adopted an 
interfacial friction factor, which was determined empirically 
for air-water wavy annular flow, and an assumption that the 
pressure difference between the interface and the bottom of 

the wave is the dynamic head of the gas flow. He was able to 
obtain a correlation which matches well with the data of 
Pushkina and Sorokin [7] at large D* and agrees reasonably 
well with the Dartmouth data at lower D*. 

The comparison of data with the present analyses in Fig. 2 
shows that the theory, which is fitted to experimental data at 
D*~oo, agrees well with data for D* > 15. In the intermediate 
range of D*, 5 < D* < 15, the analyses agree with the data of 
Tien et al. [15], Pushkina and Sorokin [7], Dukler and Smith 
[5], but overpredict the Dartmouth College data [4, 9, 12-14] 
which are consistently lower than the others. At smaller D*, 
D* < 5, the theory agrees with the trend, but overpredicts the 
few data points of Wallis and Makkenchery [12]. It is noted 
that the BWR bundle tie-plate data of Jones [6, 17] are above 
all the tube data. This is probably due to the interactions of 
the gas jets and their nonuniformities in the liquid pool. 
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A Theory for Prediction of Channel Depth in Boiling 
Particulate Beds1 

S. W. Jones,2 L. Baker, Jr.,3 S. G. Bankoff,4 M. Epstein,5 

and D. R. Pedersen2 

Introduction6 

In previous investigations of dryout heat fluxes from 
boiling particulate beds [1, 2], the bed has generally been 
considered to contain two distinct regions. In the lower region 
particles remain fixed in place, but the uppermost region is 
characterized by the presence of channels through the par
ticles. For our purposes, a channel may be considered to be a 
less restricted vapor pathway through the particulate bed, 
formed when the frictional force exerted on the particles by 
vapor rising through the bed is sufficient to physically 
separate particles. A somewhat idealized channel is depicted 
in Fig. 1, and will be referred to in the following discussion. 

At present, it is not clear what causes limitations in the heat 
flux from particulate beds having insufficient depth to 
prevent channels from penetrating completely to their lower 
boundary. It seems most likely that heat flux limitations in a 
channeled region result from a hydrodynamic phenomena 
similar to flooding or from a burnout condition comparable 
to film boiling. It is well known that the dryout heat flux from 
a particulate bed which can be completely or almost com
pletely penetrated by channels is much greater than the dryout 
heat flux from a deeper, but otherwise identical bed. 

In particulate beds heated through the base, an abrupt 
increase in the dryout heat flux is observed at bed depths 
comparable to, or slightly greater than, the channel 
penetration depth. In volumetrically heated beds, the 
measured dryout heat flux increases more gradually as bed 
height diminishes, partially because of heat generation in the 
channeled region. In this work, a method is given for 
predicting the depth of channel penetration from the physical 
properties of the particulate bed and the coolant in which it is 
immersed. Thus it is possible to determine the bed height at 
which the dryout heat flux through a bed may be increased by 
the presence of channels. 

In beds composed of reasonably uniform particles having 
an average diameter of 1 millimeter or greater, channel 
formation is negligible, and its effect on dryout is not 
significant. Consequently, this analysis is limited to par
ticulate beds with an average particle diameter less than 1 
millimeter, such as those that have been postulated to form in 
LMFBR accident scenarios. More details regarding the effect 
of channels on dryout are available in reference [2]. 

Theoretical Development 
The hydrodynamics of the channeled region would be very 

difficult to characterize completely. The number of channels 
per unit area of bed, as well as the channel shape and cross-
sectional area, seems to depend on the vapor flux through the 
bed [2]. However, the depth of the channeled region appears 
to be somewhat independent of vapor flux, and this, easier to 
predict. For instance, the channel depth observed in heated 
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beds prior to dryout, with vapor fluxes through the bed of less 
than 50 percent of the final vapor flux attained at dryout, do 
not seem to be noticeably different from the channel depths 
observed at the time of dryout [2]. 

Thus, the depth to which a channel can penetrate into a 
boiling particulate bed is found by assuming a one-
dimensional flow through the channel and downward liquid 
flow through the surrounding particles. This separated flow, 
depicted in Fig. 1, is observed in both particulate beds with 
heat addition through the base and with induction heating of 
the particles. Consequently, the effect of vapor generation 
within the liquid saturated region around a channel is 
assumed to be negligible. 

Due to the complex geometry of the porous bed, a number 
of approximations are necessary to simplify the analysis. 
Visual observations suggest that the cross-sectional area of a 
channel is approximately constant over most of its length, and 
that, once formed, a channel remains relatively stable. Based 
on these observations, the momentum equation through a 
channel is written as if the channel had constant area and was 
oriented completely vertically. Also, the total cross-sectional 
area of channels never appears to be more than a few percent 
of the total cross-sectional area of the bed. The single-phase 
Blake-Kozeny equation was therefore used to estimate the 
frictional resistance to the returning liquid flow. These 
frictional losses were found to be negligible. 

In this study, particulate beds were constructed from 
particles of uniform shape and size, obtained by re-sieving 
after removal of nonspherical particles [2]. In the vast 
majority of cases, channels were seen to collapse when the 
vapor flow was terminated. Thus, it has been assumed that 
the pressure drop through the channel must be equal to the 
frictional force exerted on the channel walls, and this fric
tional force must equal the weight of the bed that has been 
displaced by the channel. 

The pressure drop through the channel is approximated 
with the pressure drop required for incipient fluidization, and 
the pressure drop in the liquid region is approximated by the 
hydrostatic head. The interface between the vapor in the 
channel and the liquid in the surrounding particles must, 
consequently, be smooth near the top of the bed where the 
pressures in the liquid and vapor regions are nearly identical, 
and become increasingly distorted at greater depths. Also, a 
force opposing the pressure gradient must be exerted to 
maintain liquid downflow through the interstitial area around 
the channels. 

The overall vapor fraction in beds at dryout has been 
estimated by measuring the coolant pool boil-up [2]. 
Although the data exhibit much scatter, they indicate that 
about 50 percent of the interstitial volume is occupied by 
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Fig. 1 Schematic of the region around a single channel 
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vapor. Observations of channel size and density, however, 
indicate that vapor occupies no more than 10 percent of the 
interstitial volume in the channeled region. A noticeable jump 
in vapor fraction, which can be observed at the test section 
wall, occurs between the channeled zone, where vapor is 
predominantly in the channels, and the region below. Thus, it 
is assumed that surface tension forces provide an additional 
driving force which acts on the liquid phase. 

This surface tension force is approximated by envisioning 
viie bed as a solid penetrated by numerous irregular 
capillaries, and utilizing equations for capillary rise in a tube, 
with the tube radius replaced by the mean radius of curvature, 
which is twice the hydraulic radius of the bed [3]. Effects 
resulting from the two-phase flow in the region below the 
channels are ignored, and the surface tension force pulling the 
liquid down is given as follows: 

Capillary force = a/rH, where a is the interfacial tension 
and where the hydraulic radius of the bed is given by 

6 ( l - £ ) 
Here, Dp is the average particle diameter, e is the porosity, 
and S and Z are, respectively, the average cross-sectional area 
and wetted perimeter of the capillaries through the bed. 

Under the numerous constraints imposed by the previous 
discussion, the pressure drop through the channeled region of 
the bed is given by 

AP=(AP)f = pbgh (1) 

with 

where P is pressure, pb is bed density, g is acceleration due to 
gravity, h is the channel depth, pt is liquid density, ps is solid 
density, and (AP)^ denotes frictional losses through the 
channel. 

For the liquid phase, the force balance reduces to 

AP=f>lgh+
6^A (2) 

eDp 

Solving equations (1) and (2) for the maximum penetration 
of the channel yields 

6(7 
h= (3) 

(Ps-Pi)geDp 
Comparison with Observations 

During a recent investigation of limiting heat fluxes from 

particulate beds, channel depths were observed and recorded 
for a variety of experimental systems [2]. A comparison with 
the channel depths observed in this study is given in Table 1 
and shown graphically in Fig. 2. In this table, the observed 
channel depths are averages over a number of channel depth 
measurements. The number of measurements, in addition to 
the maximum observed deviation from the average depth, are 
included. Equation (3) appears to predict channel depths in 
metals quite well, but underestimates them by a factor of two 
for glass. The discrepancy with glass data is largely due to the 
low density of glass, and the resulting instability of the 
channels. The lifetime of some channels through glass par
ticulate beds is sometimes little more than the time necessary 
for a vapor bubble to rise through it, and other channels tend 
to wander, or sporadically close and reopen. 

It should be noted that the experimental values listed in the 
table are based on observations at the walls of the test section. 
However, there was no evidence to suggest that channels 
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Table 1 Comparison of predicted channel depths with observed channel depths 
Average Observed Number Maximum Predicted 
particle channel of deviation channel 

System diameter (cm) depth (cm) observations from mean (%) depth (cm) 

Lead-Methanol 
Lead-H20 
Lead-H20 
Lead-H20 
Copper-H20 
Copper-H20 
Glass-Isopropanol 
Glass-Isopropanol 
Glass-Acetone 
Glass-Acetone 
Glass-Methanol 
Glass-Methanol 
Glass-H20 
Glass-H20 
Steel-H20 
Steel-H20 
surfactant . 
(a~ 30 dynes/cm) 
Steel-Isopropanol 
Steel-Methanol 

.046 

.093 

.078 

.046 

.11 

.046 

.055 

.039 

.055 

.039 

.055 

.039 

.055 

.039 

.078 

.078 

.078 > 

.078 

0.4 
1.1 
1.2 
1.5 
1.0 
2.1 
5.0 
7.0 
7.0 

10.0 
7.0 

11.0 
27.0 
27.0 

1.5 
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0.4 
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6 
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9 
11 
16 
5 
5 
4 
1 
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4 
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19 
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29 
34 
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22 
0 
46 
40 

42 
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28 
21 

64 
0 
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1.9 
1.0 
2.5 
2.4 
3.4 
3.2 
4.5 
2.9 
4.0 

11.0 
15.0 
1.7 
.9 

0.4 
0.5 

Journal of Heat Transfer NOVEMBER 1982, Vol. 104/807 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



20 30 
BED DEPTH, cm 

Fig. 3 Dryout heat fluxes from 0.46-mm dia copper particulate beds in 
water 

might extend to different heights in the interior of the bed. In 
fact, heat flux measurements from shallow beds indicate that 
channels penetrate completely through the bed at bed depths 
nearly identical to the observed channel depths listed in Table 
1. Figure 3 is a plot of dryout heat flux versus bed depth for 
copper particulate beds heated through the base. A sharp 
increase in heat flux is observed at bed depths comparable to 
the predicted channel penetration depth. This indicates that 
the predicted channel depth gives a good indication of the bed 
height at which the mechanism controlling the dryout heat 
flux changes. 

Certainly the most convincing argument for assuming a 
surface tension force acting at the interface of the channeled 
region and the fixed bed region is the decrease of channel 
depth obtained in stainless steel particulate beds immersed in 
solutions of water with a commercial surfactant. Using a 
capillary rise technique to measure surface tension, a solution 
of Kodak Photoflo 200 and water was found to have a surface 
tension of about 30 dynes/cm, or approximately one-half that 
of water. Channeling in beds immersed in this solution was 
found to extend to approximately one-half the depth to which 
channeling could extend in water without surfactant. 
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An Exact Solution of the Sublimation Problem in a 
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desublimation, have wide applications in separation 
processes, food technology, heat and moisture migration in 
soils and grounds, etc. Due to the nonlinearity of the moving 
boundary problem, solutions usually involve mathematical 
difficulties. Only a few exact solutions have been found for 
idealized situations [1-4]. 

The sublimation problem described in [4] was under the 
consideration that, during the sublimation process, the vapor 
pressure acting on the frozen phase is equal to the en
vironmental pressure which remains unchanged. Under this 
assumption, the sublimation process has a known tem
perature at the sublimation front, which is equal to the 
saturation temperature corresponding to the vapor pressure 
acting on the frozen phase. To generalize the sublimation 
problem described in [4], the above restriction is eliminated in 
the present paper. We therefore handle a sublimation problem 
with an unknown vapor pressure and an unknown tem
perature at the sublimation front. For a complete description 
of the problem under such a condition, an additional ther
modynamic equation describing the phase change relation is 
required. 

In the following, the sublimation process taking place in a 
porous half-space with an unknown vapor pressure (or vapor 
concentration) and an unknown temperature at the 
sublimation front is investigated. Exact solutions for the 
temperature and vapor concentration at the sublimation 
front, the temperature and vapor distributions in the porous 
body, as well as the location of the moving sublimation front, 
are obtained. 

2 Statement of the Problem 

We consider a rigid solid porous half-space initially con
taining a uniform frozen moisture with a molar con
centration, c,„ 0, and having an initially uniform temperature, 
T0. The porous body is sublimated by maintaining the surface 
at x = 0 at a constant molar concentration of vapor, CmiS 
which is lower than the molar vapor concentration at its triple 
point state, cm 3, and at a constant temperature, 7^, which is 
higher than the initial temperature, T0. For the purpose of 
formulation of the sublimation problem, the following 
assumptions are made: 

1 In the frozen region, S(T) < x < oo, there is no moisture 
movement, where x = S(T) locates the sublimation front. In 
the vapor region 0 < x < S(T), there are heat and moisture 
flows. 

2 The convective terms in the vapor region and the heat 
transferred by radiation are small and may be neglected. 

3 The vapor pressure of the moisture in the sublimation 
process is low so that the vapor can be considered as an ideal 
gas. 

4 The change of pressure caused by the nonuniformity of 
the curvature of the frozen-moisture at the sublimation front 
may be neglected. 

5 The thermophysical properties of each phase remain 
constant but may differ for different phases. 

6 The Soret effect, or the thermal diffusion, gives rise to a 
mass flux which is normally very small relative to the normal 
Fickian flux, and may be neglected. 

For the mathematical formulation of the problem, the 
system of equations (1-9) in reference [4] can still be used. 
However, due to an unknown temperature and an unknown 
vapor concentration at the sublimation front (they are 
unknown, but remain constant), two additional conditions at 
the moving phase boundary are required for a complete 
description of the problem. One condition can be taken as 

Cm(S,T) = Cm<v (1) 
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Fig. 3 Dryout heat fluxes from 0.46-mm dia copper particulate beds in 
water 

might extend to different heights in the interior of the bed. In 
fact, heat flux measurements from shallow beds indicate that 
channels penetrate completely through the bed at bed depths 
nearly identical to the observed channel depths listed in Table 
1. Figure 3 is a plot of dryout heat flux versus bed depth for 
copper particulate beds heated through the base. A sharp 
increase in heat flux is observed at bed depths comparable to 
the predicted channel penetration depth. This indicates that 
the predicted channel depth gives a good indication of the bed 
height at which the mechanism controlling the dryout heat 
flux changes. 

Certainly the most convincing argument for assuming a 
surface tension force acting at the interface of the channeled 
region and the fixed bed region is the decrease of channel 
depth obtained in stainless steel particulate beds immersed in 
solutions of water with a commercial surfactant. Using a 
capillary rise technique to measure surface tension, a solution 
of Kodak Photoflo 200 and water was found to have a surface 
tension of about 30 dynes/cm, or approximately one-half that 
of water. Channeling in beds immersed in this solution was 
found to extend to approximately one-half the depth to which 
channeling could extend in water without surfactant. 
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desublimation, have wide applications in separation 
processes, food technology, heat and moisture migration in 
soils and grounds, etc. Due to the nonlinearity of the moving 
boundary problem, solutions usually involve mathematical 
difficulties. Only a few exact solutions have been found for 
idealized situations [1-4]. 

The sublimation problem described in [4] was under the 
consideration that, during the sublimation process, the vapor 
pressure acting on the frozen phase is equal to the en
vironmental pressure which remains unchanged. Under this 
assumption, the sublimation process has a known tem
perature at the sublimation front, which is equal to the 
saturation temperature corresponding to the vapor pressure 
acting on the frozen phase. To generalize the sublimation 
problem described in [4], the above restriction is eliminated in 
the present paper. We therefore handle a sublimation problem 
with an unknown vapor pressure and an unknown tem
perature at the sublimation front. For a complete description 
of the problem under such a condition, an additional ther
modynamic equation describing the phase change relation is 
required. 

In the following, the sublimation process taking place in a 
porous half-space with an unknown vapor pressure (or vapor 
concentration) and an unknown temperature at the 
sublimation front is investigated. Exact solutions for the 
temperature and vapor concentration at the sublimation 
front, the temperature and vapor distributions in the porous 
body, as well as the location of the moving sublimation front, 
are obtained. 

2 Statement of the Problem 

We consider a rigid solid porous half-space initially con
taining a uniform frozen moisture with a molar con
centration, c,„ 0, and having an initially uniform temperature, 
T0. The porous body is sublimated by maintaining the surface 
at x = 0 at a constant molar concentration of vapor, CmiS 
which is lower than the molar vapor concentration at its triple 
point state, cm 3, and at a constant temperature, 7^, which is 
higher than the initial temperature, T0. For the purpose of 
formulation of the sublimation problem, the following 
assumptions are made: 

1 In the frozen region, S(T) < x < oo, there is no moisture 
movement, where x = S(T) locates the sublimation front. In 
the vapor region 0 < x < S(T), there are heat and moisture 
flows. 

2 The convective terms in the vapor region and the heat 
transferred by radiation are small and may be neglected. 

3 The vapor pressure of the moisture in the sublimation 
process is low so that the vapor can be considered as an ideal 
gas. 

4 The change of pressure caused by the nonuniformity of 
the curvature of the frozen-moisture at the sublimation front 
may be neglected. 

5 The thermophysical properties of each phase remain 
constant but may differ for different phases. 

6 The Soret effect, or the thermal diffusion, gives rise to a 
mass flux which is normally very small relative to the normal 
Fickian flux, and may be neglected. 

For the mathematical formulation of the problem, the 
system of equations (1-9) in reference [4] can still be used. 
However, due to an unknown temperature and an unknown 
vapor concentration at the sublimation front (they are 
unknown, but remain constant), two additional conditions at 
the moving phase boundary are required for a complete 
description of the problem. One condition can be taken as 

Cm(S,T) = Cm<v (1) 
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and the other can be used is the Clausius-Clapeyron equation 
describing a pure substance undergoing a first-order change 
of phase [5], 

dP„ L 
—- = (2) 
dTv TAVr-Vv)

 W 

where P„ is the vapor pressure, v'v and v'" are the molar 
volumes of the frozen moisture and vapor at the sublimation 
front, respectively. In the system of equations, the tem
perature and vapor concentration at the sublimation front, T„ 
and C,„ „, are unknown and have to be determined as a part of 
the solution. 
3 Solution of the Problem 

The solutions of the temperature distributions in the frozen 
and vapor regions remain the same as equations (10) and (12) 
of [4], respectively, where the dimensionless constant X is 
defined by equation (11) of [4]. After the substitution of 
equations (10-12) into equation (8) in [4], equation (13) of [4] 
is still valid as an equation for the determination of the three 
unknowns X, Tv and C„,iV. 

The solution of the molar vapor concentration, which 
satisfies equations (3) and (6) in [4] and (1) in this paper, can 
be presented by 

-̂"m {Xi?) — ^m,s ' ' -erf( * ) (3) 
erf(V«2/a,„X) 

Substitution of equation (11) of [4] and (3) of this paper into 
equation (9) of [4] yields 

exp[-(a2/g„,)X2] / C„u0-C, 

erf(V«2/tfmX) 
/ C„u0 C,„tV \ J g 2 ^ x (4) 

For the purpose of determining the three unknowns X, T„, and 
Cm„, the Clausius-Clapeyron equation shall now be in
tegrated. Since the vapor pressure, during the sublimation 
process, is small, v™is much larger than v(, which may be 
neglected. Then equation (2) becomes 

dP„ L ( 5 ) 

dT„ T„v"' 

We consider the vapor at the sublimation front as an ideal gas 
so that 

RQTV 
(6) 

where R0 is the universal gas constant. Substitution of 
equation (6) into equation (5) gives 

dTv R0TV
2 

Integration of equation (7) yields 

P„ 
In 

>3 R0 \T3 TVJ 

Cn 

C„ ̂
=exPrA(±_±)l 

,3 7-3 PIR0\T3 TVJ\ 
(8) 

where P3 and T} are the pressure and temperature at the triple 
point of the moisture, respectively. Equations (13) of [4] and 
(4), and (8) of this paper are the three equations required for 
solving X, Tv and C,„,„. 

4 Dimensionless Representation of Analytical Results 

For the purpose of discussion of analytical results, the 
following dimensionless parameters are introduced: 

A, = ^ 5 (9) 

where 
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a2 

kx 

L 
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P^ 
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R«T, 

(10) 

01) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

Then, equations (10), (12), (13) of [4], and (3), (4), and (8) of 
this paper can be written in dimensionless forms as follows: 

erfc(Va^r;) 

erfc(Va2i X) 

erf O7) 
= 1 -

<£ = 

- 0 „ \ £21exp(-X2) 

erf(X) 

erf(ij/VLu) 

erf(X/VLu) 

(25) 

(26) 

(27) 

(0,-0u\ 
\ev-e0J erf(X) 

y/a2~lexp(-a2l'\
2) _ VwvfoX 

e r f c ^ X ) ~ 0„ -0 o 

exp(-X2/Lu)__(4>0-<t>v\ VTTX 

erf(X/VEu) \ 0 „ - < f c / VEu 

^0„=exp[L'(l-l)] 

(28) 

(29) 

(30) 
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Fig. 1 X as a function of <?s with k2{, a2-\, Lu, and v as parameters: R, 
reference curve with k 2 i = 1.0, a2 i = 1.0, Lu = 0.8, v = 2.0, L* = 20.0, 
0S = 1.0, 0O = °-6. 00 = 5.0; a> ft2l = 0-6; b . a 2 l = 0-4; c, Lu = 0.1; d, v 
= 20 

Fig. 2 X as a function of <£s with L*, 0S, 60, <J0 as parameters: R, 
reference curve with k 2 i = 1-0, a 2 1 = 1.0, Lu = 0.8, v = 2.0, L* = 20.0, 
6S = 1.0, 0O = 0.6, 0o = 5 - ° ; e, L* = 50.0; f, 0S = 0.95; 0O = 1-0; h, <j>0 

= 10.0 

Solutions for the three unknowns, X, 0„, and </>„, can be 
obtained by numerical calculation from equations (28-30). 

5 Discussion and Conclusions 

During the sublimation process, the motion of the 
sublimation front is proportional to the parameter, X, which 
is expressed by equation (11) of [4]. The higher the value of X, 
the faster is the movement of the sublimation front. From 
equations (28-30), it is shown that X is affected by nine 
dimensionless parameters: k21, a2l, Lu, v, L*, ds, 0O, <j>0 and 
<j>s. Figures 1 and 2 show that X is a function of <j>s, the 
dimensionless vapor concentration atx = 0, with k2i, ct2i, Lu, 
v, L*, 6S, 0O and </>0 as parameters. An increase of the value of 
the vapor concentration at x = 0, <ps, results in a decrease of 
the value of the diffusion potential of the vapor between the 
sublimation front and the surface at x = 0, (#„ — <l>s). For 
such a case, less vapor can .be transferred from the 
sublimation front to the surface at x = 0. Therefore the rate 
of the propagation of the sublimation front decreases. For the 
limiting case, when the vapor concentration at the surface at x 
= 0 is equal to that of the triple point of the moisture with <t>s 
= 1, there is no more mass transfer. The sublimation process 
stops. The relation between X and <t>s is shown in Figs. 1 and 2. 

In order to show the effects of the different parameters on 
the value of X, curve R in Figs. 1 and 2 is chosen as a reference 
curve with k21 = 1.0, a2l = 1.0, Lu = 0.8, v = 2.0, L* = 
20.0, 6S = 1.0, 0O = 0.6 and </>0 = 5.0. Curves a, b, c and d in 
Fig. 1, and e, f, g and h in Fig. 2, represent the effects of the 
change of the values of ku, a2{, Lu, v,L*, ds,80 and 4>0 from 
the reference data on X, respectively. 

From equations (28-30), it is shown that the dimensionless 
constant, X, the dimensionless temperature, dv, and the 
dimensionless vapor concentration, </>„, at the sublimation 
front are coupled together. As an illustration, the relationship 
among these three parameters is shown in Fig. 3 for k2] = 
1.0, «2i = 1-0, Lu = 0.8, v = 2.0, L* = 20.0, ^ = 1.0, 0O = 
0.6, and <j>0 = 5.0. In Fig. 3, X represents the rate of 
sublimation, which decreases with an increase of the surface 
vapor concentration <f>s. For sublimation, because the vapor 
produced at the sublimation front has to be transferred away 
to the surface at x = 0, it requires that the vapor con
centration at the sublimation front must be higher than that at 
the surface at x = 0. Therefore, the higher the value of <$>s, the 
higher is the value of <£„, as shown in Fig. 3. An increase of 
the value of </>„ results in an increase of the corresponding 
saturation temperature, 6V, at the sublimation front as also 
shown in Fig. 3. 

As an illustration, the distributions of the dimensionless 
temperatures and the dimensionless vapor concentration are 
shown in Fig. 4 with X = 0.05 and Lu = 1.0. It can be seen 
that the distributions of the temperature and vapor con-
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Fig. 3 Relationships among 0„, <l>v, and X as functions of 0S for k 2 i 
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Fig. 4 0-,, »2, and <;> as functions of i| for X = 0.05 and Lu = 1.0 

centration in the vapor region for this illustration are prac
tically linear. 

For a sublimation process, the maximum allowable molar 
vapor concentration at the sublimation front is the molar 
vapor concentration at its triple point state 

Therefore, the maximum value of the dimensionless molar 
vapor concentration at the sublimation front can be obtained 
from equation (16) as follows: 

(*»)m« = 1 02) 
Because 4>u has its maximum value of 1, it can be seen from 
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equation (29) that there is a condition for the limitation of the 
sublimation process, which can be expressed by 

1 
C^ 

VTT a exp(a2)erf(a) 

where 

and 

C= 
, - 1 

1 - 0 , 
^m,0 C-m,3 

C —C 

(33) 

(34) 

X/VLu (35) 

Equation (33) is identical to equation (20) of [4]. Therefore, 
Fig. 4 in [4] presents also the condition of the limitation of the 
sublimation process investigated in the present paper. 
Sublimation can only take place in the region under the 
sublimation limit curve as shown in Fig. 4 in [4]. 

From the above discussion, it can be seen that equation (18) 
in [4], should be corrected as follows 

P 3 
*~*m,max ~" ~f, ^T~ v-3o) 

K013 
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One-Dimensional Phase-Change Problems With 
Radiation-Convection 

R. V. Seeniraj1 and T. K. Bose2 

Nomenclature 

Bo = 
CP = 
F = 

F0 
k 
g 

So.gi 

H = 

h = 

L = 
r = 

Biot number = hr0 /k 
specific heat, J/kg-K 
overall radiation shape factor 
rourier number, cdlr\ 
thermal conductivity, W/m-K 
solidification rate = dS/dr, m/s 
zero- and first-order solid
ification rates 
radiation parameter = 
aemFr0Tf/k 
convective heat-transfer coef
ficient, W/m2-K 
latent heat, J/kg 
distance from the center of 
geometry to a point within the 
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r0 = 

s = 

t = 

T = 

Ta = 
T, = 
U = 

Ua = 

U, = 

Uos) U\s 

solidified layer or space coor
dinate, m 
thickness of slab or outer radius 
of cylinder/sphere, m 
dimensionless interface distance 
= '//'•o 
time.s 
temperature within the solid-
layer, K 
ambient temperature, K 
initial temperature, K 
dimensionless temperature = 
T/Ti 
dimensionless ambient tem
perature = Ta/Tj 
dimensionless surface tem
perature = U{S, y = 0) 
zero- and first-order surface 
temperatures 
dimensionless space coordinate, 
r/r0 

thermal diffusivity of solid = 
k/p cp, m 2 /s 
Stefan number = cpTj/L 
emissivity of material 
dimensionless time = 
kTft/prlL 
dimensionless total time for H = 
0 
Stefan-Boltzmann constant 
density, kg/m3 

Introduction 
Heat diffusion processes with a change of phase of the 

material occur in many scientific and engineering problems. 
They are commonly referred to as Stefan problems or free-
boundary problems. In the present Note, asymptotic solutions 
for one-dimensional heat transfer involving solidification and 
melting of a planar, cylindrical, and spherical medium with 
constant thermophysical properties subjected to aerodynamic 
and radiative cooling or heating are presented and compared 
with the numerical results. Chung and Yeh [1] have studied 
this problem using variational and heat balance integral 
methods for a finite slab and compared their results with the 
numerical results of Goodling and Khader [2]. No analytical 
results for cylindrical or spherical phase-change problems are 
available for radiative boundary condition as to the authors' 
review. The exact zero-order solutions presented in this 
analysis are useful in checking the accuracy of approximate 
analytical and numerical results in the limiting condition of 
€—0. The results of the present analysis were found to be in 
satisfactory agreement with the numerical results and the 
earlier results [1, 2]. Effects of different parameters on the 
phase-change problem are shown in Figs. 1 and 2 and are 
briefly discussed. 

Formulation of the Problem 
Initially the entire medium is in liquid or solid state at the 

fusion or melting temperature, At time r = 0, radiative and 
aerodynamic cooling or heating is applied at the outer face 
and phase change takes place. The one-dimensional heat 
conduction equation with attendant initial, boundary and 
interface conditions for the three coordinate system can be 
written in the following form. 

d2U N dU dU 
TT + - T =£~ir~ (1) 

N = 0, 1, and 2 correspond to Cartesian, cylindrical, and 
spherical systems, respectively. 
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equation (29) that there is a condition for the limitation of the 
sublimation process, which can be expressed by 

1 
C^ 

VTT a exp(a2)erf(a) 

where 

and 

C= 
, - 1 

1 - 0 , 
^m,0 C-m,3 

C —C 

(33) 

(34) 

X/VLu (35) 

Equation (33) is identical to equation (20) of [4]. Therefore, 
Fig. 4 in [4] presents also the condition of the limitation of the 
sublimation process investigated in the present paper. 
Sublimation can only take place in the region under the 
sublimation limit curve as shown in Fig. 4 in [4]. 

From the above discussion, it can be seen that equation (18) 
in [4], should be corrected as follows 
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convective heat-transfer coef
ficient, W/m2-K 
latent heat, J/kg 
distance from the center of 
geometry to a point within the 
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r0 = 

s = 

t = 

T = 

Ta = 
T, = 
U = 

Ua = 

U, = 

Uos) U\s 

solidified layer or space coor
dinate, m 
thickness of slab or outer radius 
of cylinder/sphere, m 
dimensionless interface distance 
= '//'•o 
time.s 
temperature within the solid-
layer, K 
ambient temperature, K 
initial temperature, K 
dimensionless temperature = 
T/Ti 
dimensionless ambient tem
perature = Ta/Tj 
dimensionless surface tem
perature = U{S, y = 0) 
zero- and first-order surface 
temperatures 
dimensionless space coordinate, 
r/r0 

thermal diffusivity of solid = 
k/p cp, m 2 /s 
Stefan number = cpTj/L 
emissivity of material 
dimensionless time = 
kTft/prlL 
dimensionless total time for H = 
0 
Stefan-Boltzmann constant 
density, kg/m3 

Introduction 
Heat diffusion processes with a change of phase of the 

material occur in many scientific and engineering problems. 
They are commonly referred to as Stefan problems or free-
boundary problems. In the present Note, asymptotic solutions 
for one-dimensional heat transfer involving solidification and 
melting of a planar, cylindrical, and spherical medium with 
constant thermophysical properties subjected to aerodynamic 
and radiative cooling or heating are presented and compared 
with the numerical results. Chung and Yeh [1] have studied 
this problem using variational and heat balance integral 
methods for a finite slab and compared their results with the 
numerical results of Goodling and Khader [2]. No analytical 
results for cylindrical or spherical phase-change problems are 
available for radiative boundary condition as to the authors' 
review. The exact zero-order solutions presented in this 
analysis are useful in checking the accuracy of approximate 
analytical and numerical results in the limiting condition of 
€—0. The results of the present analysis were found to be in 
satisfactory agreement with the numerical results and the 
earlier results [1, 2]. Effects of different parameters on the 
phase-change problem are shown in Figs. 1 and 2 and are 
briefly discussed. 

Formulation of the Problem 
Initially the entire medium is in liquid or solid state at the 

fusion or melting temperature, At time r = 0, radiative and 
aerodynamic cooling or heating is applied at the outer face 
and phase change takes place. The one-dimensional heat 
conduction equation with attendant initial, boundary and 
interface conditions for the three coordinate system can be 
written in the following form. 

d2U N dU dU 
TT + - T =£~ir~ (1) 

N = 0, 1, and 2 correspond to Cartesian, cylindrical, and 
spherical systems, respectively. 
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at/ 

9y 
( l ,T)= / / [ t / 4 ( l ,T) - t4 ] + B 0 [ [ / ( l , r ) - [ / o ] 

ds 

l/(S,T)=l 

au 
dr dy 

(S,T),S(0) = 1 

(2) 

(3) 

(4) 

/> = 1 and - 1 represent the solidification and melting, 
respectively. All the variables and parameters of the problem 
are defined in the nomenclature. 

Perturbation Solutions 

Stefan number, e, which is a measure of the heat capacity of 
the frozen layer to the heat release at the phase change 
front—normally small for most liquids—is taken as the 
perturbation parameter. With the following asymptotic 
expansions, 

n n 

U(S,y) = £ e"U„(S,y);g(S) = D e"gn(S) 
n=0 «=0 

and following the method [3], the solutions are obtained up to 
the first order for the case of inward solidification and are as 
follows: 

Cylinder 

U0=(l-U0s)lny/lnS+U0s (5a) 

Ub + (B0lnS-l)U0s/HlnS = (B0UalnS-l)/HlnS+U$ (5b) 

g0=(l-U0s)/SlnS (6a) 

To=s\[SlnS/(l-U0s)]dS (6b) 

Uls=F(l-S2)(lnS- l)/4(4H Ui
0slnS + B0lnS+ 1) (7) 

gi =(lnS-l/2)FS/2 + (4HUl+B0)Uis/S-F/4S (8a) 

rt = -s\(gi'go)dS; F=(l - U0s)
2/S2(lnS)* (8b) 

F o r i / = 0 

U0s = (1 - B0 UalnS)/(l - B0lnS) (9) 

T, = ( l / 4 + l / 2 B 0 ) / ( l - t / B ) (10) 

Sphere 

Fig. 2 Rate of interface movement for various Biot numbers and 
radiation parameters (cylinder) 

(Ha) 

(11*) 

(12a) 

02b) 

(13) 

(14«) 

(14ft) 

(15) 

(16) 

The zero-order surface temperature, U0s, can be obtained 
from the respective quartic equation in U0s using Cardano's 
formula [5], and it is provided in reference [4], For the 
radiation, H = G, the respective expressions for r< give the 
total time for solidification when the heat capacity of the 
frozen-layer is negligible and these expressions, (9, 10, 15, 16) 
agree with the solutions of London and Seban [6]. In this note 
a fourth-order RK-method is employed to evaluate T0 and T\ . 

Upon a suggestion from a referee, closed form analytical 
expressions are given below for inward solidification for the 
case of small temperature difference between T, and Ta. 

Cylinder T = T 0 + «-,+0(e2) (17) 

T o = ( l / 4 + l / 2 B r ) ( l - S 2 ) + (S2/2)/nS (18) 

T, = - [1/4(1 -Br//iS)][(l +Br)(l -Br/nS) 

U0 = l+(l-U0s)(l-S/y)/(S-\) 

U4
0s + [B0(S-l)-S]U0s/H(S-l) 

= [B0Ua(S-l)-S]/H(S-l) + Ui 

g0 = (l-U0s)/S(S-l) 

T0=s\[S(S-l)/(l-U0s)]dS 

Uis =F(S3 - 3S2 + 5S- l)/6[4H(l - S) Uls 

+ ( 1 - B 0 S ) + B 0 ] 

gl=F(\/2-S/3) + [Uu-F(S2-3S + 4)/6]/S(l-S) 

rl=-\(gl/g
2o)dS;F=-(l-U0s)

2/S(S-iy 

ForH = 0 

U0s = [B0Ua(S-l)-S]/[B0(S-l)-S] 

T, = [ 1 / 6 + 1 / 3 B 0 ] / ( 1 - £ / J 
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+ (2 + 2Br + Br 2 ) /«S- ( l+Br-Br /«S)S 2 ] (19) 

Sphere r0 = (1 -S 2 ) / 2 + ( l - S 3 ) / 3 m (20) 

Tl=(m + S)2/6 + [2m-Br(m + S)]/ 

[6Br(l - Br)2 (m + S)] (21) 

where m = Br/(1 -Br ) . The following are the definitions of 
the parameters employed in the equations (17-21): 

Radiation Biot number, Br = B0 + AaemFr( Tj/k 

Stefan number, e = cp(Ti — Ta) IL\r=eF0 

Results and Discussion 

The number of parameters available to study the thermal 
characteristics of this problem are B0 , H, Ua, and e. 
Therefore, only a few sets of representative numerical results 
are presented graphically. Figure 1 shows the curves of Us and 
r as a function of interface location, S, for various Biot 
numbers with and without radiation for the case of inward 
cylindrical solidification. The comparison between the present 
results and the numerical results based on a modified 
numerical scheme of Goodrich [9] (shown in Fig. 1 for e = 
0.1) shows a satisfactory agreement within 5 percent for 
e<0.3. For small values of e = 0(10~2), the agreement is 
excellent. Numerical solutions of finite difference scheme are 
invariably compared with Neumann solutions (Bi — oo) or with 
the quasi-steady-state solutions [10], that is, the limiting case 
of 6—0, to check the accuracy. In this aspect, the present zero-
order exact solutions are useful in checking the accuracy of 
different numerical schemes employed in the study of phase 
change problems. 

The effects of Biot and Stefan numbers on thermal 
characteristics of phase-change process are elaborately 
discussed by Sparrow and his co-workers [7, 8]. However, in 
Figs. 1 and 2 the effect of radiation on Us and g0 is shown for 
a cylinder. The effect of radiation for a given Ua on g0 and Us 

is appreciable for Bi < 1. It is seen from Fig. 2 that the rate of 
phase-change process increases rapidly near the end of the 
process, as at the onset, because the volume of the remaining 
material yet to participate in the process becomes increasingly 
smaller. This is in contrast to the planar medium. This may be 
referred to as the curvature effect of the medium. 

Conclusion 
One-dimensional heat-transfer problems involving 

solidification and melting of cylinder and sphere subject to 
convection-radiation boundary condition are studied using 
the perturbation method. Though these results are more 
accurate for e « 1 , they provide a qualitative heat-transfer 
information during the process, and it is discussed briefly for 
the case of cylindrical solidification. The accuracy and the 
range of the present solutions are sufficient for many 
engineering applications such as in the design and analysis of 
experiments in storing solar thermal energy employing phase-
change materials (PCM) [7]. The values of Stefan number of 
PCM's employed in the above application were on the order 
of0.05. 
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Transient Response of Fins by Optimal Linearization 
and Variational Embedding Methods 
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Nomenclature 
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fin thickness 
emissivity 
heat-transfer coefficient 
thermal conductivity 
fin length 
exponent of power law 
fin parameter 
heat-transfer rate 
dimensionless heat-transfer rate 
= qL/bk(Tb-Te) 
time 
temperature 
fin base temperature 
environment temperature 
distance from fin tip 
dimensionless distance = xlL 
dimensionless temperature 
Stefan-Boltzmann constant 
dimensionless time = at/L2 

Introduction 

The study on the transient behavior of the fins is of 
practical importance. In some fins' applications, the analysis 
based on the linear cooling law is not applicable because the 
process is governed by a power law type which is dependent 
on the temperature, i.e., 6'". For example, the exponent m 
may take the values of 0.75, 1.25, 3.0, and 4.0 when the fin is 
cooled due to the film boiling, natural convection, nucleate 
boiling, and radiation to the space at the absolute zero 
temperature, respectively [1]. It seems desirable to develop an 
analysis for the transient response of a fin with the power 
cooling law type. Aziz and Na [2] used the coordinate per
turbation expansion method to obtain the base heat-transfer 
rate of the fins. Its solutions hold true only over the early part 
of the transient period only (r = 0 to 0.10). 
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process, as at the onset, because the volume of the remaining 
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smaller. This is in contrast to the planar medium. This may be 
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One-dimensional heat-transfer problems involving 

solidification and melting of cylinder and sphere subject to 
convection-radiation boundary condition are studied using 
the perturbation method. Though these results are more 
accurate for e « 1 , they provide a qualitative heat-transfer 
information during the process, and it is discussed briefly for 
the case of cylindrical solidification. The accuracy and the 
range of the present solutions are sufficient for many 
engineering applications such as in the design and analysis of 
experiments in storing solar thermal energy employing phase-
change materials (PCM) [7]. The values of Stefan number of 
PCM's employed in the above application were on the order 
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Introduction 

The study on the transient behavior of the fins is of 
practical importance. In some fins' applications, the analysis 
based on the linear cooling law is not applicable because the 
process is governed by a power law type which is dependent 
on the temperature, i.e., 6'". For example, the exponent m 
may take the values of 0.75, 1.25, 3.0, and 4.0 when the fin is 
cooled due to the film boiling, natural convection, nucleate 
boiling, and radiation to the space at the absolute zero 
temperature, respectively [1]. It seems desirable to develop an 
analysis for the transient response of a fin with the power 
cooling law type. Aziz and Na [2] used the coordinate per
turbation expansion method to obtain the base heat-transfer 
rate of the fins. Its solutions hold true only over the early part 
of the transient period only (r = 0 to 0.10). 
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In this note, however, the optimal linearization method [3] 
is imposed on the governing equation for the steady state of 
the straight fin with a power law cooling process. Then, the 
variational embedding method [4] is used to solve the 
linearized partial differential equation instead of the original 
governing equation for the fin's transient response. Finally, 
the base heat flux is obtained. It will be seen that the present 
analysis gives an accurate prediction over the entire transient 
period (r = 0 to infinity). 

Analysis 

Consider the one-dimensional conduction in a straight fin 
of uniform thickness, b, and length, L. Let the fin be initially 
at the environment temperature, 7*e> At time / = 0, the base 
temperature is suddenly changed to Tb. We assume that the 
heat dissipated from the fin surfaces follows a power law type 
dependence on the temperature difference. Referring to the 
insert in Fig. 1, the energy equation with the aforesaid initial 
and boundary conditions is 

d26 

dX2 dr 
(1) 

0(1,T) = 1 , 0 ( X , O ) = O, 
dX =o (2) 

where, except for N and 8, the symbols are as defined in the 
nomenclature. The parameters N and 6 are defined ap
propriately in accordance with the mechanism of the surface 
heat transfer. For example, with the convecting fin (m = 1), 
N2 = 2hL2/bk, 6 = (T-Te)/(Tb-Te) and for the fin 
radiating to the zero environment temperature (m = 4), N2 = 
2ETb

3L2/bk and 6= T/Tb. 
Steady-State Condition. For the steady-state fin, the 

governing differential equation (1) simplifies to 

d26 
-N26m=0 (3) dX2 

or 
d26 

~dXT -N2em-le=o 

subject to the following boundary conditions 

dd 
0(1) = 1, dX 

= 0 

(4) 

(5) 

Together with equation (4), consider the following equation 

d26 

dX2 -A,„0 = O (6) 

where X,„ is a constant adjustable parameter which has to be 
chosen in such a way that the linear equation (6) approximates 
equation (4) in the optimal sense. To find this parameter, we 
first form the difference of the equations (4) and (6). 

H\e)=\me-N2em {m = 1,2,3,4) (7) 

and consider the integral 

I(X) -r HH\„,d)dx (8) 

where the space interval depends on the problem in con
sideration. 

Suppose that there exists a known function 

B=UX) (9) 
which satisfies the boundary conditions (5). Substituting 
equation (9) into equation (8) and performing integration, the 
expression equation (8) will be the function of Xm only. A 
necessary condition for the existence of this minimum is 

0 0.02 0.01 0.06 0.08 0.10 0.12 0.11 0.16 0.18 0.20 

T 

Fig. 1 Transient heat-transfer rate iorN = 5 

Xx 3€(Xm,fl) 
HK,d)dx=o (10) 

Hence, the optimal value of X,„ depends on the form of the 
chosen function \//{X) in equation (9), and the linear dif
ferential equation (6) with the constant coefficient should be 
considered "optimal" subject to 0=\l/(X). To be more 
specific, suppose the function (9) in the form 

H V - ^ 01, 
cosn N 

The equation (11) represents the solution of the boundary 
value problem equations (4) and (5) for m = 1. 

Substituting equation (11) into equation (10), we will get 
after integrating with respect to X from X0 = 0 to Xx = 1. 

where 

A = 
1 / 1 sinh 2N\ 

+ 

(12) 

cos/!2N \ 2 4N 

m = \ B, 

m = 2 B-, 

m = 3 B, = 

/ 1 sin/i 2N\ 

\2 + ^r) 
( 1 sinh 2N\ 

\2 + -4ir) cosh2N \ 2 4N 

N2 /sinh3N sinhN\ 
+ cosh3 N\ 3N N 

m = 4 Bd 

N2 /smh4N sinh2N 3 

— ' — + - 4AT + Y 

4 

\ cosh* N \ 32N 

JV2 r l 
cosh5NL5N 5N 

' s'vah3 N 
+ sinh N) (13) 

The solution of equation (6) subject to the boundary con
ditions (5) is 

cosh^l\mX 
(m = 1,2,3,4) (14) 

cosWX,, 

Transient State Condition. As the left-hand side of 
equation (1) is replaced by the linearized equation (6), 
equation (1) can be rewritten as 

d2e de 
(15) 

and it is to be solved with the boundary conditions and initial 
condition of (2). The Lagrangian functional which embeds 
equation (15) is given by 
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p f r de d2e i 
J[e>A] = \0 Jo A ™ [ - T r + dJt ~^e\dXdT (16) 

where the interval [0, 7] is arbitrary. 
We shall assume the trial functions of the form 

HX'T)= - - ^7xT + ? > ' < * » ( ' - i)*x i=l^- • • • 
(17) 

cos 

MX,T)= f > , ( T ) c o s ( / - i W y= 1,2,3. . . . 
y= 1 \ 1/ 

(18) 

which satisfy the boundary conditions exactly. 
Substituting 6(X,T) and A(X,T) into equation (16) and 

integrating partially with respect to X, the Euler-Lagrange 
equation for </>, comes out to be 

-Xj(r)+[(j-^Y ^ + \m]Xj(T) = 0 (19) 

The solution of equation (19) is 

A ) ( T ) = C , e x p [ - [ ( y - i ) 7r2 + X,„]r] 

Therefore, equation (17) is 

0(X,T)=COSh^X 

(20) 

cos, W\„ 

+ £ c , e x p [ - [ ( / - - j ir2 + X ( B ] r ] cos ( i - - )xX ' (21) 

Substituting the initial condition (2) into equation (21), 
multiplying cos(i- l/Z)irX and integrating with respect to X, 
the coefficients C, come out to be 

C,=2(- l ) ' 
( ' -5) ' 

( , - \ ) \ 

(22) 

+ X„ 

The base heat-transfer rate in the dimensionless form is 
given by 

g=VX^tan/iVXm 

1 \ 2 

IT* 
1 \ 2 + 2L — T ^ e x p[-[(' '-D2 T 2 + X'"]T] (23) 

' • ' ( ' - ) « = + Kr 

Discussion 

For brevity, we concentrate our discussion on the heat-
transfer rate, which is of main interest, rather than the 
temperature distribution. The solutions of the heat-transfer 
rate for TV = 5 and N = 0 (no surface heat loss) are shown as 
follows 

N=0 S = 2 £ e x p [ - ( / - i ) 2 ^ r ] 

N=5 m = \ 2 = 5.0000 + 2 ^ 

= 2 Q = 4,0790 + 2 ^ 
( ' - ) ' 

HY* 
e x p ( - [ ( ' - 0 T2 + 16.65761T| 

HY-

+ 16.6576 

m = 3 Q = 3.5284 + 2 ^ 

m 

~\ / 1 \ 2 2 , 
( , - - ) ^ + 12. 

e xp[~[( '~2) *"2 + 12-492I1T] 

<!-kY* 

4921 

= 4 Q = 3A499 + 2j^ 

( / ' - - ) TT2+9.9934 

expj^- \(i- -) 7T2 +9.99341 T] (24) 

For the cases of N = 0 and m = 1 {N = 5), the present 
solutions in equation (24) are the same as the exact solution 
obtained by the Laplace transform method. 

The steady-state heat-transfer rate, Qss, can be easily 
acquired from equation (24) as T approaches infinity. The 
error for m = 4 does not exceed 0.385 percent, compared with 
the numerical solution in Fig. 1. A comparison of curves of 
the transient heat-transfer rates obtained by the present 
method and the coordinate perturbation expansion method 
[2] is graphically shown in Fig. 1 for different values of m. It 
indicates that the perturbation solutions [2] do not approach 
Qss as T^OO, and they cover the early part of the transient 
period only. However, the present solutions in equation (24) 
converge to the steady-state figures. It is observed that the 
accuracy of the present approximate solutions for m = 2 and 
m = 3 decreases during T = 0.04 to T = 0.10. However, the 
comparison is remarkably good since, for m = 3 and T = 
0.08, the largest error does not exceed 3.5 percent. 

The present solution matches almost exactly the numerical 
solution for N = 5. The results for N = 1, 2, 3, 4 or even over 
5, would not be grossly in error and should be useful at least 
for preliminary calculation. 

From the results of the analysis, it appears that the present 
technique is a simple, fast, and straightforward method and 
the obtained solution can predict quite accurately the per
formance of the fins with a power law type cooling process. 
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I An Exact Solution of the Sublimation 
Problems in a Porous Medium1 

A. Aziz.2 I have recently studied the paper by Sui Lin and 
found that the transcendental equation (32) of his paper is 
identical to equation (13) of the paper Churchill and Evans 
[3], presented a decade ago. The identity is readily established 
if the parameters a2i. v, and KT of Lin are interpreted 
respectively as KS/KL, 

L/cs(TF-T, ^andf-^^V^^NrM* 
\TF-Tw)\(k p c)sJ I\KJ 

of Churchill and Evans. 

Since Churchill and Evans tabulate the values of the root X 
to four or five significant figures for a wide range of 
parameters, their Table 1 is more convenient and accurate to 
use than the graphical information on X embodied in Figs. 1 
and 2 of Lin's paper. Plotting a few representative values of X 
from Churchill and Evans on Figs. 1 and 2 has confirmed the 
consistency of the two results (within the graphical accuracy). 
However, the data in Lin's paper for X reach v = 100, while 
Churchill and Evans data go up to v = 10. 

By Sui Lin, published in the February 1981 issue of the ASME JOURNAL OF 
HEAT TRANSFER, Vol. 103, No. 1, pp. 165-168. 

Professor, Department of Mechanical Engineering, King Saud University, 
Riyadh, Saudi Arabia. 

Authors' Closure 

As indicated in paper [1], the system of equations 
(1,2,4,5,7) and (8), describing the temperature distributions in 
the frozen and vapor regions in the sublimation process in a 
porous medium is the same as that describing the temperature 
distributions in the solid and liquid regions in a melting 
process for a pure substance. Therefore, Neumann's solution 
[2] can be used to obtain the temperature distributions. In the 
paper by Churchill and Evans [3], equation (13) is the exact 
Neumann's solution. Therefore, it is obvious that equation 
(32) in [1] must be the same as equation (13) in [3]. 

For the determination of the distributions of the vapor 
moisture concentration, the temperatures in the frozen and 
vapor regions, and the limitation of the sublimation process, 
values of X can be simply obtained from Figs. 1 or 2 of [1]. 
Certainly more accurate values of X can be obtained from 
Table 1 of [3]. 
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Purpose: The Symposium aims to advance understanding of the physical processes of turbulent 
motion and the capabilities for predicting momentum, heat, and mass transport in 
turbulent shear flows. 

Sessions: Approximately 20 formal sessions and panel discussions are planned. Contributed 
papers are welcome in the following general areas: 
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ERRATA 
Corrections to "Effect of Fluid Carryover on Regenerator Performance," by P.J. Banks, published in the 
February 1982 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 215-217: 

1 Line above equation (2), insert "ratio" before [2] 

2 Two lines above equation (4), "0.01" is replaced by "0.1" 

3 In several places, symbols "K" and "k" are replaced by "K" 
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